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EDITORIAL

Reliability of the primary scientific literature  

The confidence that scientists and the public have in 
the reliability of the primary scientific literature stems 
from a cardinal feature of scientific knowledge itself; 
that it is public knowledge open to verification by 
anyone independently, and that its validity does not 
depend upon the authority of the individual/persons 
reporting the knowledge. Thus, it has been the norm that 
extravagant claims made on deliberately falsified data 
(or wrongly interpreted data driven by an overabundance 
of enthusiasm) were rare, and exposed early on after 
publication. Retractions, when made by authors due 
to honest errors, served to enhance the confidence in 
scientific knowledge, and is considered a demonstration 
of the inherent nature of scientific knowledge to correct 
itself, as it progresses. 

 However, the large number of retractions by 
publishers that are now being reported has made a dent 
in this confidence. It was recently reported in Nature that 
there were over 10,000 retractions in 2023. The reasons 
for the retractions were multifarious, and included 

papers identified as coming from paper mills, papers 
where images and data had been manipulated and papers 
published after fraudulent peer review. 

 Of special interest was the observation that the largest 
number of retractions were from special issues related 
to specific topics or conference proceedings. There is a 
legitimate view that special issues serve a purpose and 
can enhance the profile of a journal. Nevertheless, it 
is ironical that special issues today are not special, but 
have become common, and have lost the original high 
purpose for which they were intended; to bring together a 
limited number of papers by established scientists on an 
emerging topic of relevance and current interest, which 
could spur on further development.    

 Editorial boards need to be alert to the increasing 
amount of malpractice among unethical practitioners 
professing to be scientists. The COPE documents on 
retractions provide sound and practical guidelines to 
minimize the publication of dubious papers which would 
need to be retracted later.

Ajit Abeysekera
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Abstract: The Eppawala area in Sri Lanka has an agricultural-
based economy. As a result, the recent agricultural intensification 
could increase the risk of heavy metal contamination in lakes 
in the area as the main water canal in the area, i.e., Jaya Ganga, 
flows across these lakes. Therefore, this study focuses on the 
risk assessment of heavy metals in the freshwater lake sediments 
in the Eppawala area and the identification of potential sources 
for heavy metal contamination in the lakes. Nine heavy metals 
(Cr, Mn, Co, Ni, Cu, Zn, As, Cd, and Pb) were investigated in 
surface sediments (n = 22) of the upstream and downstream 
lakes of the Eppawala Phosphate Deposit (EPD). The average 
heavy metal concentrations in the upstream lake sediments 
were higher than those downstream. Eppawala lake sediments 
were heavily polluted by As along with moderate to high Cr 
pollution. However, only As and Cd indicated considerable to 
moderate ecological risk levels to the local environment. The 
downstream lake sediments showed lower heavy metal contents 
compared to those upstream and had negative correlations 
between heavy metals and P2O5 contents. This reveals that the 
EPD does not contribute to the heavy metal contamination in 
the Eppawala lake sediments. However, the statistical analysis 
showed that heavy metals were mostly derived from similar 
pollution sources. Agrochemicals used in paddy cultivation in 
the vicinity might be a potential source of heavy metals. This 
study highlights the importance of implementing remediation 
to control the heavy metal pollution prevailing in the Eppawala 
lakes.

Keywords: Agricultural intensification, ecological risks, 
Eppawala, heavy metals, sediments.

IntRoductIon

Heavy metals in aquatic ecosystems are a pressing 
global concern due to their adverse characteristics, 
such as toxicity, persistence, non-biodegradability, and 
bioaccumulation (Dai et al., 2018). In this context, 
heavy metal pollution in freshwater lakes has acquired 
significant attention as lakes are responsible for providing 
numerous ecosystem services (e.g., water cycling, 
climate regulation, and habitats for aquatic flora, fauna, 
and microorganisms) and play a vital role in human 
lifestyle (i.e., providing water for irrigation, drinking, and 
other various purposes) (Thevenon et al., 2013; Jahromi 
et al., 2021). Lake sediments are crucial indicators for 
monitoring heavy metal contamination levels in lakes 
since they act as both carriers and sinks for heavy metals 
(Li et al., 2013; Jin et al., 2021). Heavy metals get easily 
absorbed and accumulated in the lake sediments due to 
their low solubility. However, the settled heavy metals 
in the lake sediments could remobilize to water under 
various changing environmental conditions, such as pH, 
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temperature, and redox potential. It causes secondary 
contamination of heavy metals in the water column and 
aquatic organisms, posing severe risks to the ecology of 
the environment and to human health (Malferrari et al., 
2009; Varol, 2020).  

 Heavy metals are introduced into lakes either 
by natural sources, such as geological weathering, 
volcanic eruptions, and airborne dust, or anthropogenic 
sources including agricultural activities (application of 
fertilizers/pesticides), smelting/processing of metal ores, 
mining, sewage discharge, industrial effluents, and urban 
construction (Magni et al., 2021). Typically, agricultural 
activities are overlooked as a source of heavy metal 
contamination in lake sediments due to relatively low 
content of heavy metals in agricultural runoffs (e.g., 
Cd, Ni, and Pb contents in Wagon Train agricultural 
watershed, Nebraska are about 0.00045, 0.0063 and 
0.0013 mg/L) (Elrashidi et al., 2007) compared to other 
anthropogenic sources, especially industrial discharges 
(e.g., Cd, Ni, and Pb contents in an iron and steel 
industrial effluent from India are about 0.051, 0.303 and 
0.082 mg/L) (Ladwani et al., 2012). However, long-term 
usage of agrochemicals in agricultural lands may lead 
to excessive accumulations of heavy metals in close-
by waterbodies (Tang et al., 2014). Furthermore, rapid 
population growth and the scarcity of land have induced 
an agricultural intensification (i.e., high levels of inputs 
(e.g., agrochemicals, water, labour, etc.) or outputs (e.g., 
harvest, plant growth, etc.) per unit area of land), which 
is significant to increase the food security in the world 
but causes high heavy metal accumulations in lake 
sediments, posing severe impacts to ecosystems and 
human health (Alauddin & Quiggin, 2008).

 The North-Central Province of Sri Lanka has an 
agriculture-based economy and a centuries-old history of 
paddy cultivation. In the past few decades, agriculture in 
Sri Lanka has been intensified with an increased quantity 
of agrochemicals to secure the food supply within the 
country. However, it has been carried out improperly 
without following the guidelines and standards imposed 
by the Agriculture Department of Sri Lanka (De Costa, 
2021). Eppawala in the North-Central Province is such 
an area where intensified agriculture is being carried 
out. Consequently, the ecological environment in 
lakes adjacent to the agricultural fields is vulnerable to 
heavy metal contamination through fertilizer/pesticide 
leaching.

 Therefore, three lakes, namely Koon, Ihalahalmilla, 
and Kiralogama were selected to investigate the heavy 
metal contamination in lake sediments of the Eppawala 

area. In addition, these three lakes are adjacent to the 
Eppawala Phosphate Deposit (EPD) and since phosphate 
deposits contain significant amounts of heavy metals 
(e.g., the concentrations of Cd, Cr, Ni, V, U, and Zn in 
the Al-Jiza phosphate deposit of Central Jordan are 15 
± 8, 109 ± 21, 34 ± 6, 211 ± 55, 142 ± 55, and 161 ± 57 
mg/kg, respectively) (Al-Hwaiti et al., 2014; Siddique 
et al., 2018), the EPD could be a natural source for 
heavy accumulation in the lake sediments via geological 
weathering. The specific objectives of this research are 
(1) investigating the spatial distribution of heavy metals in 
surface lake sediments of the Eppawala area; (2) assessing 
the degree of contamination and evaluating the potential 
ecological risk to the environment; and (3) identifying 
the possible natural and anthropogenic sources for heavy 
metal contamination in the lake sediments. 

MatERIaLS and MEthodS

Study area

The EPD is the only phosphate mine in Sri Lanka with 
an annual production of 50,000 tonnes of rock phosphate 
fertilizers (Dushyantha et al., 2019; 2020). It lies in the 
Eppawala area of the North-Central province, which 
belongs to the Wanni Complex (Figure 1) of Sri Lanka. 
Moreover, a man-made water canal named ‘Jaya Ganga’ 
flows across the EPD connecting these three lakes 
and it distributes water over an area of 470 km2 while 
feeding about 46 km2 of paddy fields and 120 small lakes 
(Dushyantha, 2018). In addition, the lifestyle of people in 
this area is closely related to these lakes through fishing, 
irrigation, and agriculture. 

 Based on the location of the EPD, the present study 
area is divided into upstream (Ihalahalmilla and Koon 
lakes) and downstream (Kiralogama lake) regions 
(Figure 1b) (Dushyantha et al., 2017; 2021). The lakes 
are located in the dry climatic zone of Sri Lanka, and 
thus water levels of the lakes are raised dramatically 
during the rainy season, particularly in the north-eastern 
monsoon (December to February). However, during the 
dry season, most of the lake water volume is drastically 
reduced while turning some lakes into huge grasslands. 

Sample collection and preparation

A total of 22 surface lake sediment samples were collected 
from the upstream (n = 12) and downstream (n = 10) 
lakes by using a Van Veen grab sampler (Figure 2). All 
the sediment samples were oven-dried at 105˚C for 24 
hours to remove the moisture and powdered using an 
agate mortar and a pestle. The pulverized samples were 
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then sieved using a 63 µm sieve to obtain undersize 
fractions of the samples. Finally, representative samples 

were prepared by the coning and quartering method for 
further analyses.

4 
 

 
Figure 1: (a) The simplified geological map of Sri Lanka with major lithotectonic complexes (after 

Cooray, 1984); (b) the study area illustrating Ihalahalmilla, Koon, and Kiralogama lakes along with the 
Eppawala phosphate deposit (EPD) (Dushyantha et al., 2019). 
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Heavy metal analysis

Representative samples were digested using a mixture of 
HCl, HNO3, and H2O2 with a ratio of 1:3:1 in a MARS-6 
microwave digester (CEM; Mathews, NC) equipped with 
EasyPrep Plus high-pressure vessels. The digested 
samples were then diluted with de-ionized water and 
analyzed for heavy metals (Cr, Mn, Co, Ni, Cu, Zn, As, 

Cd, and Pb) using a Thermo ICapQ Inductively Coupled 
Plasma Mass Spectrometer (ICP-MS) (Thermo Fisher, 
Bremen, Germany), with the use of multi-elemental ICP-
MS standards (Sigma-Aldrich, Germany). In addition, 
the certified international reference samples and blanks 
were used to control the accuracy and precision of the 
analysis.
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Assessment of sediment contamination and potential 
ecological risk

It is not ideal to identify and compare the individual heavy 
metal contamination levels in the environment solely 
by their concentrations since the crustal abundances of 
each heavy metal are different. Therefore, some indices 
such as the geoaccumulation index are used to assess the 
actual contamination of heavy metals in the environment. 
In addition, the potential ecological risk index is used to 
determine the ecological risks posed by heavy metals to 
the aquatic environment. 

Geoaccumulation index

The geoaccumulation index (Igeo) is used to verify the 
magnitude of the contamination caused by an individual 
heavy metal (Varol, 2011) (equation 1). 
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RESuLtS and dIScuSSIon

Heavy metal contents in surface lake sediments

The heavy metal concentrations in all the upstream and 
downstream surface lake sediment samples are presented 
in Table S1, whereas Table 1 shows the corresponding 
range and average values. According to the Table 1, the 
heavy metal concentrations showed a decreasing order 
of Mn > Cr > Zn > Ni > Cu > Co > As > Pb > Cd in the 
upstream surface lake sediments and Mn > Cr > Zn > Cu 
>Ni > As > Co > Pb > Cd in the downstream surface lake 
sediments. The average concentrations of all the heavy 
metals analysed in this study were high in the upstream 
surface lake sediments compared to the respective 
downstream values (Table 1). Therefore, it is evident 
that there are no point sources of heavy metals between 
the upstream and downstream lakes. However, based on 
Dushyantha et al. (2019, 2020), there is a phosphate-rich 
sediment contribution from the EPD to the downstream 

Heavy       Upstream Downstream
metal Range Avg. Range Avg.

Cr 90.42 – 427.34 263.0 69.58 – 394.38 241.3

Mn 187.61 – 2706.96 1420.7 176.62 – 2212.94 1141.1

Co 5.87 – 49.89 32.6 5.50 – 43.86 23.8

Ni 33.64 – 273.63 97.5 20.43 – 120.46 53.2

Cu 10.12 – 108.00 72.5 5.91 – 101.90 63.6

Zn 40.78 – 449.30 186.4 49.73 – 213.46 133.7

As 2.81 – 46.77 25.1 14.14 – 33.08 24.9

Cd 0.07 – 2.19 0.5 0.01 – 0.67 0.2

Pb 3.48 – 26.23 14.7 3.47 – 24.81 12.9
Avg.: Average

Table 1: Ranges and averages (mg/kg) of heavy metals in the upstream and 
downstream, surface lake sediments
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lake sediments, and the subsequent dilution could be the 
cause for the respective low contents of heavy metals. In 
this study, Mn displayed the highest concentration levels 
in the surface lake sediments. Generally, Mn is ubiquitous 
in the earth’s crust (e.g., basalt - 1300 mg/kg, gneiss - 
600 mg/kg, and limestone - 550 mg/kg) and thus, it is 
found in higher concentrations in surface lake sediments 
compared to other heavy metals (Queiroz et al., 2021).

 Table 2 presents the average heavy metal 
concentrations of surface lake sediments in this 
study compared to a few other lakes in Sri Lanka and 
other countries in the world. Compared to the local 
studies, reservoirs in Anuradhapura, Polonnaruwa, and 
Kilinochchi districts have reported higher concentrations 
of heavy metals in sediments than in the present study. 
Since Anuradhapura and Polonnaruwa are agriculture-
based areas, especially for paddy cultivation, the extensive 
use of agrochemicals may be the possible reason for these 

high concentrations (Wijesinghe et al., 2018; Perera 
et al., 2021). However, heavy metal concentrations in the 
Bolgoda lake sediments were relatively low compared to 
the present study. In the global context, the reported high 
heavy metal concentrations of surface lake sediments in 
India, Egypt, and China may be due to local industrial 
developments, urbanization, and intense agricultural 
activities in the area (Suresh et al., 2012; Ma et al., 
2016b; Ji et al., 2019). In contrast, most of the heavy 
metal concentrations in the surface lake sediments of 
Lake St. Clair and Hope Lake in the USA were found to 
be the lowest compared to the other lakes (Table 2). The 
low concentration levels in these lakes are possibly due 
to strict legislative frameworks in developed countries 
that control and monitor heavy metal discharges and 
emissions from industrial, urban, and agricultural sources 
(Dai et al., 2018). Therefore, legislative frameworks on 
heavy etals would alleviate the heavy metal pollution in 
freshwater lakes.

NA - Not Available
1 (Perera et al., 2021); 2 (Senarathne & Pathiratne, 2007); 3 (Wijesinghe et al., 2018)
a (Suresh et al., 2012); b (Ma et al., 2016a); c (Ji et al., 2019); d (Gewurtz et al., 2007); e (López et al., 2010); f (Goher et al., 2014)

Lake Cr Mn Co Ni Cu Zn As Cd Pb

Local

Eppawala

Lake

Upstream 263.0 1420.7 32.6 97.5 72.5 186.4 25.1 0.5 14.7

Downstream 241.3 1141.1 23.8 53.2 63.6 133.7 24.9 0.2 12.9

Mahakanadarawa, Anuradhapura 1 1842 NA NA NA 744 1346 25.6 0.0 138.0

Iranamadu, Kilinochchi 1 355.0 NA NA NA 169.0 758.0 27.3 0.0 221.0

Mahadiwulwewa, Anuradhapura 1 1836 NA NA NA 207.0 894.0 188.0 26.3 231.0

Bolgoda Lake, 
Colombo 2

North Lake 109.5 NA NA NA 33.8 130.6 NA 2.3 36.8

South Lake 119.7 NA NA NA 13.4 61.8 NA 1.9 26.5

Minneriya Reservoir, Polonnaruwa 3 97.3 NA NA NA 105.0 67.0 NA 105.0 722.0

Parakrama Samudraya, Polonnaruwa 3 64.3 NA NA NA 55.0 41.0 NA 66.0 845.3

Global

Veeranam Lake, India a 88.2 NA NA 63.6 94.1 180.1 NA 0.8 30.1

Dongting Lake, South China b 70.2 781.0 NA 33.0 30.2 121.6 4.5 0.8 34.1

Baiyangdian Lake, North China c 30.1- 6.0 NA NA 22.0- 44.0 16.1-204.0 41.6-263.0 5.3-24.3 0.2-2.5 25.3-99.3

Lake St. Clair, USA d 8.6 NA NA 10.1 11.6 40.0 5.9 <1.0 7.9

Hope Lake, USA e 37.8 3903.4 20.1 38.6 21.0 128.0 NA 0.4 17.1

Lake Nasser, Egypt f 30.8 279.6 NA 27.6 21.8 35.4 NA 0.2 10.9

Table 2: A comparison of average heavy metal concentrations in surface lake sediments (mg/kg) in this study and a few other lakes in the 
world
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Assessment of heavy metal contamination

The classification criteria of Igeo are shown in Table S2. 
The spatial distributions of Igeo of each heavy metal in 
the upstream and downstream surface lake sediments 
are illustrated in Figures 3 and 4, respectively. These 
figures indicate that both the upstream and downstream 
surface lake sediments were heavily polluted by As 
(Igeo = -0.09–3.96) and moderately to heavily polluted by 
Cr (Igeo = 0.41–3.02). However, only the upstream surface 
lake sediments were moderately contaminated by Ni (Igeo 
= 0.46–3.19) and Co (Igeo = 0.10–1.73). Other heavy 
metals (Mn, Cu, Zn, Cd, and Pb) generally displayed 
unpolluted or unpolluted to moderately polluted levels in 
the Eppawala surface lake sediments

 On the other hand, Mn, Cu, Zn, and Cd showed 
relatively high contamination levels in several 
locations at both the upstream and downstream areas 
(Figures 3 and 4). This heavy metal accumulation could 
be related to the sedimentation patterns of the lakes, and 
the nature of sedimentation depends on the grain size 
(Liang et al., 2019). The mean grain size distribution of 
the same samples in the Eppawala surface lake sediments 
was obtained from Dushyantha et al. (2019). However, 
Figure 5 illustrates no significant correlation between 
heavy metals and grain size. It elucidates that the grain 
size did not affect the degree of heavy metal accumulation 
in the Eppawala surface lake sediments, thus a local 
point source could be the reason for the arbitrarily high 
contamination levels of Mn, Cu, Zn, and Cd.

Potential ecological risks

Table 3 presents the average potential ecological risk 
factors (Ei

r) of individual heavy metals in both the 
upstream and downstream surface lake sediments. Ei

r 
values of the heavy metals in the upstream surface lake 
sediments varied in the following order: Cd > As > Ni > 
Co > Cr > Cu > Pb > Zn > Mn. By contrast, Ei

r values of the 
heavy metals in the downstream surface lake sediments 
followed the order of As > Cd > Cr > Ni > Cu > Co 
> Pb > Mn > Zn. According to Ei

r classification criteria 
(Table S3), As and Cd posed considerable to moderate 
ecological risk levels in the surface lake sediments of the 

Heavy
metals

Upstream avg. potential 
ecological risk factor 

(Ei
r)

Downstream avg. 
potential ecological risk 

factor (Ei
r)

Cr 15.03 13.79

Mn 2.37 1.90

Co 16.30 11.82

Ni 24.38 13.31

Cu 14.49 12.71

Zn 2.63 1.88

As 125.84 124.65

Cd 137.93 66.06

Pb 3.66 3.21

Table 3: Average potential ecological risk factors in the Eppawala 
surface lake sediments
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Figure 5: The variation of heavy metals with the grain size of Eppawala surface lake sediments 
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Eppawala area, whereas other heavy metals remained 
at low-risk levels. The potential ecological risks caused 
by As in both the upstream and downstream surface 
lake sediments were consistent with the Igeo results 
obtained for As (Figures 3 and 4). However, Cd showed 
a considerable to moderate ecological risk level despite 
its low degree of contamination in the surface lake 
sediments (Figures 3 and 4). Furthermore, despite high to 
moderate contamination levels of Cr, Ni, and Co in both 
the upstream and downstream surface lake sediments 
(Figures 3 and 4), they did not pose any considerable 
threat to the ecological environment in the Eppawala 
area. 

 The potential ecological risk of heavy metals in 
sediments depends on both their contents and their 
speciation. There are six categories of speciation of heavy 
metals in sediments, namely (1) exchangeable (EXC), (2) 
bound to carbonate (CARB), (3) bound to easily reducible 
oxides (ERO), (4) bound to organic matter (OM), (5) 
bound to residual oxides (RO), and (6) residual fraction 
(RES-R). Under changing environmental conditions, 
such as pH or redox potential, these categories behave 

differently with respect to remobilization. Therefore, 
the reason for having ecological risk levels that were 
inconsistent with the results of Igeo for Cd, Cr, Ni, and 
Co may be due to their speciation in the Eppawala 
surface lake sediments. For example, if the percentage 
of CARB-Cd in the Eppawala surface lake sediments 
were high, Cd could be released into water under low 
pH conditions, causing high pollution to the surrounding 
environment (Yang et al., 2009).

 Figure 6 shows the spatial distribution of RI values 
in both the upstream and downstream surface lake 
sediments, which represents the overall ecological risks 
posed by the investigated heavy metals in the Eppawala 
surface lake sediments (Equation 3). The potential 
ecological risk levels of heavy metals in the upstream 
surface lake sediments were considerable compared 
to the downstream surface lake sediments, which had 
moderate risk levels. Since the heavy metal accumulation 
in the upstream surface lake sediments was higher, heavy 
metals may have yielded comparatively greater levels of 
ecological risk to the local upstream environment. 

Figure 6: The spatial distribution of RI in the (a) upstream and (b) downstream surface lake sediments of the Eppawala area
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3.4. Potential sources of heavy metals 

Pearson’s correlation coefficient matrix of heavy metals and phosphate (P2O5) content in the Eppawala lake 

sediments was derived (Table 4) since it reveals the potential sources and pathways in the environment. 

The P2O5 content of these samples was taken from Dushyantha et al. (2019). In the upstream surface lake 

sediments, significant and positive correlations were observed between Co and Cu (r = 0.773), Co and Pb 

(r = 0.836), Cu and As (r = 0.701), Cu and Pb (r = 0.748), and As and Pb (r = 0.765), whereas Co and As 

showed only a moderate positive correlation (r = 0.595). Since only Cu, As, and Pb were significantly 

intercorrelated, they may have derived from a similar pollution source, whereas Co could have a different 

origin or controlling factors in the upstream surface lake sediments (Tang et al., 2014). 

In contrast, Co and Ni (r = 0.890), Co and Zn (r = 0.952), Ni and Zn (r = 0.852), Ni and Pb (r = 0.808), Zn 

and Pb (r = 0.713), and Pb and Co (r = 0.701) in the downstream surface lake sediments showed significant 

positive correlations. It indicated that Co, Ni, Zn, and Pb were positively correlated among themselves in 

the downstream surface lake sediments, thus they may be discharged from a similar pollution source. 

However, negative and very low positive correlations among P2O5 and the heavy metals suggested that the 

phosphate-bearing materials accumulated in these lake sediments might not be a source for heavy metals.  

The application of agrochemicals (i.e., pesticides and chemical fertilizers) to the regional paddy cultivations 

may be a potential source of As, Pb, and Cu. It is also supported by the field investigations as intense 

agricultural activities, especially paddy cultivations were observed in the vicinity of these three lakes. 

According to Jayasumana et al. (2015), the most commonly used chemical fertilizers in Sri Lanka contain 

Potential sources of heavy metals

Pearson’s correlation coefficient matrix of heavy metals 
and phosphate (P2O5) content in the Eppawala lake 
sediments was derived (Table 4) since it reveals the 
potential sources and pathways in the environment. The 
P2O5 content of these samples was taken from Dushyantha 
et al. (2019). In the upstream surface lake sediments, 
significant and positive correlations were observed 

between Co and Cu (r = 0.773), Co and Pb (r = 0.836), 
Cu and As (r = 0.701), Cu and Pb (r = 0.748), and As 
and Pb (r = 0.765), whereas Co and As showed only a 
moderate positive correlation (r = 0.595). Since only Cu, 
As, and Pb were significantly intercorrelated, they may 
have derived from a similar pollution source, whereas Co 
could have a different origin or controlling factors in the 
upstream surface lake sediments (Tang et al., 2014).
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In contrast, Co and Ni (r = 0.890), Co and Zn (r = 0.952), 
Ni and Zn (r = 0.852), Ni and Pb (r = 0.808), Zn 
and Pb (r = 0.713), and Pb and Co (r = 0.701) in the 
downstream surface lake sediments showed significant 
positive correlations. It indicated that Co, Ni, Zn, and 
Pb were positively correlated among themselves in the 
downstream surface lake sediments, thus they may be 
discharged from a similar pollution source. However, 
negative and very low positive correlations among P2O5 
and the heavy metals suggested that the phosphate-
bearing materials accumulated in these lake sediments 
might not be a source for heavy metals. 

 The application of agrochemicals (i.e., pesticides and 
chemical fertilizers) to the regional paddy cultivations 
may be a potential source of As, Pb, and Cu. It is 
also supported by the field investigations as intense 
agricultural activities, especially paddy cultivations were 
observed in the vicinity of these three lakes. According 
to Jayasumana et al. (2015), the most commonly used 

chemical fertilizers in Sri Lanka contain significantly 
high concentrations of As, Pb, and Cu (e.g., Triple 
Superphosphate (TSP): As = 26.5–31.9 mg/kg, 
Pb = 251.7–263.9 mg/kg and Cu = 14.2–16.0 mg/kg, 
and Muriate of Potash (MOP): As = 0.2–0.4 mg/kg, 
Pb = 0.8–0.9 mg/kg and Cu = 0.3–0.4 mg/kg).  Moreover, 
despite being illegal to import, As-containing 
agrochemicals available in Sri Lanka contain considerable 
levels of As (e.g., Glyphosate: 0.9–2.6 mg/kg, 
Dimethoate: 1.0–2.4 mg/kg, and Fenoxaprop-p-ethyl: 
1.2–2.6 mg/kg) (Jayasumana et al., 2015). Therefore, 
extensive usage of TSP and pesticides in the local paddy 
fields may be a potential source of As contamination 
in the Eppawala lake sediments. However, further 
studies are recommended, especially for heavy metal 
contamination in the agricultural fields and runoffs in 
the vicinity of these lakes, to determine the impact of 
agricultural activities in the region on the observed heavy 
metal pollution in the Eppawala lake sediments.

U
ps

tre
am

Cr Mn Co Ni Cu Zn As Cd Pb P2O5

Cr 1

Mn 0.267 1

Co 0.526 0.658 1

Ni 0.417 -0.062 0.384 1

Cu 0.132 0.409 0.773 0.324 1

Zn 0.341 -0.077 0.065 -0.135 0.199 1

As 0.339 0.373 0.595 -0.039 0.701 0.392 1

Cd -0.048 0.155 0.016 -0.169 0.011 -0.019 0.065 1

Pb 0.363 0.417 0.836 -0.006 0.748 0.274 0.765 0.061 1

P2O5 -0.309 -0.511 -0.598 0.168 -0.624 -0.457 -0.648 -0.393 -0.724 1

D
ow

ns
tre

am

Cr Mn Co Ni Cu Zn As Cd Pb P2O5

Cr 1

Mn 0.578 1

Co 0.517 0.608 1

Ni 0.306 0.371 0.890 1

Cu 0.427 0.756 0.833 0.663 1

Zn 0.515 0.675 0.952 0.852 0.792 1

As 0.062 0.165 0.353 0.428 0.421 0.129 1

Cd 0.070 0.300 0.075 -0.065 0.431 0.113 0.074 1

Pb 0.523 0.223 0.701 0.808 0.372 0.713 0.246 -0.419 1

P2O5 0.063 0.062 0.080 -0.041 0.072 -0.116 0.571 -0.121 -0.101 1

r > 0 - positive correlation; r < 0 - negative correlation; r > ±0.7 - significant correlation (highlighted in bold)

Table 4: The correlation coefficient (r) matrix (n = 12) for heavy metals in the Eppawala surface lake sediments
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concLuSIonS

The present study demonstrated that both the upstream 
and downstream surface lake sediments of the Eppawala 
area were moderately to heavily contaminated by As and 
Cr, whereas Co and Ni showed moderate contamination 
levels only in the upstream area. However, based on 
the RI analysis, only As and Cd displayed considerable 
to moderate ecological risk levels in the surface lake 
sediments, in which the highest potential ecological 
risk was caused by As. Based on the correlation 
coefficient relationships of heavy metals, the possible 
pollution source for heavy metals might be the intense 
agrochemical use in paddy cultivation. The average 
heavy metal concentrations were higher in the upstream 
lake sediments compared to the downstream, and this, 
together with the negative correlation between heavy 
metals and P2O5 content, suggested that the weathered 
materials from the EPD could not be a potential source 
for the heavy metal contamination in lakes. The results of 
this research reveal important findings that can be used 
to recommend proper ecological management of aquatic 
ecosystems while controlling the heavy metal pollution 
in the Eppawala lakes.
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Potential ecological 
risk factor (Ei

r)
Class Level of single heavy metal 

ecological risk
Potential ecological 

risk index (RI)
Class Level of total potential 

ecological risk

Ei
r < 40 1 Low risk RI < 150 1 Low risk

40 ≤ Ei
r < 80 2 Moderate risk 150 ≤ RI < 300 2 Moderate risk

80 ≤ Ei
r < 160 3 Considerable risk 300 ≤ RI < 600 3 Considerable risk

160 ≤ Ei
r < 320 4 High risk

RI ≥ 600 4 Very high risk
Ei

r  ≥ 320 5 Very high risk

Table S3: Potential ecological risk classification criteria for heavy metal contamination (Chai et al., 2017; Zhu et al., 2013)

Igeo Class Quality of sediment

Igeo ≤ 0 0 Practically unpolluted

0 < Igeo < 1 1 Unpolluted to moderately polluted

1 < Igeo < 2 2 Moderately polluted

2 < Igeo < 3 3 Moderately to heavily polluted

3 < Igeo < 4 4 Heavily polluted

4 < Igeo < 5 5 Heavily to extremely polluted

Igeo > 5 6 Extremely polluted

Table S2: Classification criteria for the degree of heavy metal 
contamination by geo-accumulation index (Igeo) (Abrahim 
& Parker, 2008; Ma et al., 2016)
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Abstract: The present study was undertaken to ascertain 
the genetic control of external fruit colour, fruit length, 
and the number of fruits per vine in bitter gourd using 
reciprocal crosses of Momordica charantia var. muricata 
and M. charantia var. charantia and to identify suitable 
lines of M. charantia var. muricata to be used in bitter gourd 
improvement programmes. Muricata accession collected 
from Girandurukotte (GK), Sri Lanka, was selected as a 
suitable accession for crop improvement based on higher 
gynoecy and consistency of characteristics. Crossing 
success between Charantia and Muricata varieties was 100 
% indicating cross-compatibility between the two types. 
External fruit colour, fruit length and the number of fruits 
per vine of bitter gourd were found to be quantitative traits, 
potentially controlled by many genes, each with a small 
effect. The number of fruits per vine was found to show 
cytoplasmic inheritance, as the F1 generation recorded fruit 
numbers per vine similar to those of Charantia varieties, 
when Charantia varieties were used as the female parent of 
the reciprocal crosses made between Charantia and Muricata 
varieties. However, the suspected cytoplasmic effect was 
not useful, as it influenced to reduce the number of fruits 
per vine. In addition, the number of fruits per vine showed 
several transgressive segregants in both extremes of the 
F2 populations. In bitter gourd improvement programmes, 
GK Muricata accession may be used to improve cultivated 
Charantia varieties with respect to fruit characteristics such 
as external fruit colour, fruit length and the number of fruits 
per vine through a breeding program with the directional 
selection made towards obtaining the desired characters.

Keywords: Bitter gourd, Charantia and Muricata varieties, 
fruit length, fruit colour, genetic control, number of fruits 
per vine.

IntRoductIon

Bitter gourd (Momordica charantia L.) is one of 
the most important vegetables which belongs to the 
family Cucurbitaceae. Based on fruit size, shape, 
colour, and surface texture, bitter gourd is classified 
into two botanical varieties, viz., M. charantia var. 
charantia and M. charantia var. muricata (wild 
progenitor). Momordica charantia var. charantia has 
large fusiform fruits, while M. charantia var. muricata 
develops small and round fruits with tubercles having 
tapered ends (Chakravarty, 1990).

 Widely cultivated bitter gourd M. charantia var. 
charantia bears 8–10 fruits per vine and has desirable 
fruit characteristics such as large fruits preferred by 
farmers and consumers. Though limited in the extent 
of commercial cultivation and not popular, the small-
fruited edible bitter gourd M. charantia var. muricata 
bears a large number of fruits (15–25) per vine and 
carries field-level resistance to leaf curl viruses.

 The fruit length, number of fruits per vine, and fruit 
colour are important fruit and yield characteristics for 
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improving bitter gourd for high yield and consumer 
preference. Fruit length and the number of fruits per 
vine are controlled by additive factors and have direct 
positive effects on fruit yield (Sharma & Bhutani, 
2001). Rao et al. (2021) also reported that fruit length 
and the number of fruits per vine are controlled by 
quantitative trait loci (QTL). Zhang et al. (2008) 
reported that fruit length is incompletely dominant and 
is controlled by a minimum of five genes. According 
to Kumari et al. (2015), fruit length in the bitter gourd 
is quantitatively inherited and is controlled by four 
genes. Fruit colour of bitter gourd (green vs. white) 
is highly heritable and is controlled by two genes, 
in which green is dominant over white (Liu et al., 
2005). A recent finding reported that the expression of 
chlorophyll has complex interactions and thus the fruit 
colour of bitter gourd is a quantitative trait (Huang & 
Hsieh, 2017).

 The utilization of potentially important wild bitter 
gourd varieties in varietal improvement programs has 
been reported (Behera et al., 2008). Thus, hybridization 
between M. charantia var. muricata and M. charantia 
var. charantia appears to be an effective approach in 
bitter gourd improvement programmes for fruit length, 
the number of fruits per vine, and external fruit colour. 
For this purpose, further studies on the genetic control 
of fruit characteristics of bitter gourd using crosses 
between M. charantia var. muricata and M. charantia 
var. charantia will be important. Thus, the objectives 
of the present study were to identify the best out of 
five M. charantia var. muricata accessions collected 
from different regions in Sri Lanka, and to ascertain 
the genetic control of important fruit characteristics, 
viz., fruit length, the number of fruits per vine, and 
external fruit colour, using direct and reciprocal crosses 
between M. charantia var. muricata and M. charantia 
var. charantia.

MatERIaLS and MEthodS

Identification of promising Muricata accessions

The small-fruited bitter gourd accessions (M. charantia 
var. muricata) were collected from five different regions 
in Sri Lanka, viz., Giradurukotte (GK), Polonnaruwa 
(PN), Dehiatthakandiya (DK), and Hambanthota 
(HT), representing the Low Country Dry zone, and 
Muruthalawa (MT) representing the Mid Country Wet 
zone of Sri Lanka. The accessions were compared 
in an experiment conducted in a protected house at 
the Horticultural Crops Research and Development 

Institute (HORDI), Gannoruwa, Sri Lanka. Thirty 
plants from each accession were potted with one 
plant per pot and kept in the protected house in a 
Randomized Complete Block Design (RCBD), with 
three replications against the sunlight intensity gradient 
observed in the protected house. Each accession had 10 
pots per replicate.

 Morphological characteristics important for bitter 
gourd crop improvements such as mature vine length, 
days to flower initiation, number of fruits per vine, and 
external fruit colour were evaluated to select the best 
accessions. Green and yellowish-white are the two 
main fruit colours so that Matale Green and Thinnaweli 
White varieties were used as the green and yellowish-
white fruit colour standards, respectively. Accessions 
were evaluated over three consecutive seasons (2016 
Dry, 2016/17 Wet, and 2017 Dry seasons) to observe 
stability and uniformity of characteristics within 
accessions. Data were analysed using ANOVA and 
mean separation was performed using Duncan’s 
Multiple Range Test at p ≤ 0.05 using SAS software 
version 9.1. Before the analyses, each data set was 
tested for normality, error homogeneity, the correlation 
between means and variances, and additivity of main 
effects to ensure the non-violation of the assumptions 
of ANOVA. None of the data sets was found to be 
violating any of the assumptions so that the use of 
ANOVA on the original (non-transformed) data could 
be justified.

Genetic control study

The Muricata accession from Giradurukotte was 
used to make distant crosses with recommended 
bitter gourd Charantia varieties ‘Matale Green’ and 
‘Thinnaweli white’. Seeds of all possible crosses of 
Muricata × Matale Green and Muricata × Thinnaweli 
White and their reciprocal crosses (altogether four 
crosses) were planted to raise the F1 generations. All 
the F1 seeds from each cross (four F2 populations) were 
used to establish an F2 population in the field and were 
maintained according to the recommended cultural 
practices by the Department of Agriculture (DOA).

 Fruit length, number of fruits per vine, and the 
external fruit colour were recorded in all F1 and F2 
populations. From each F2 population, a sample of 
150 to 220 individual plants was used to study the 
genetic control of each of the three characteristics 
measured in the F2 populations using segregation 
patterns by plotting frequency distributions in terms 
of histograms.
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RESuLtS and dIScuSSIon

Identification of promising Muricata accessions

More than 90% within line uniformity was ascertained 
on observational basis in all the accessions in all three 
seasons for external fruit colour, length of matured 
vine, and the number of fruits per vine. The length of 
the matured vine, days to flower initiation, number of 
fruits per vine, and external fruit pericarp colour of 
Muricata accessions over three consecutive seasons of 
2016 Dry, 2016/17 Wet, and 2017 Dry, are presented 
in Tables 1 and 2.

 The cross, accession × season interaction was 
found to be not significant (p ≤ 0.05) for vine length, 

days to flower initiation, and the number of fruits per 
vine so that the means of those characteristics over 
seasons could be compared among accessions. The 
differences in vine length, days to flower initiation, 
and the number of fruits per vine observed among 
selected accessions were consistent over seasons; so 
that differences between accessions could mainly be 
attributed to genetic effects. Thus, accessions were 
genetically different and making selection among them 
appeared effective. The GK accession was selected as 
the comparatively better-performing accession for the 
crossing programme for introgression of important 
traits, as it recorded the highest number of fruits 
per vine, the longest mature vine length, the lowest 
number of days to initiate female flowers, and green 
external fruit colour over all three seasons (Table 1).

Site based 
Accession

Vine length (m)# Days to flower initiation# Number. of            
fruits/vine#

External fruit 
colour# £

Male Female
S1 S2 S3 Mean* S1 S2 S3 Mean* S1 S2 S3 Mean* S1 S2 S3 Avg.* S1 S2 S3

Girandurukotte 2.5 2.8 2.7 2.66a 33 32 33 32.70a 45 40 44 43.0c 18 22 29 23.0a G G G

Muruthalawa 1.4 1.5 1.4 1.43c 35 33 34 3.00a 50 50 49 49.7a 11 10 8 9.6c LG LG LG

Dehiattakandiya 1.5 1.6 1.5 1.53c 30 32 32 1.30a 45 45 44 44.7b 15 13 13 13.3b LG LG LG

Polonnaruwa 1.2 1.4 1.4 1.33c 32 33 32 2.33a 45 44 45 44.7b 10 12 10 10.0c G G G

Hambantota 1.8 2.0 1.9 1.90b 33 33 32 2.70a 50 48 50 49.3a 12 12 15 13.0b G G G
# S1- 2016 Dry Season, S2- 2016/17 Wet Season, S3- 2017 Dry Season
* Means with the same letter within a column are not significantly different at 0.05 probability level

Table 1: Mature vine length and days to flower initiation of site based Muricata accessions over three consecutive seasons of 2016 Dry, 
2016/17 Wet and 2017 Dry.

Population External fruit colour Fruit length*
(cm)

Fruits/vine* 
(number)

Mid-parent 
value

GK Muricata accession Green 3.5c 20.0a

Matale Green Green 32.0a 12.0bc

Thinneweli White Yellowish White 37.0a 8.0d

GK Muricata acc. × Matale green (F1) Green 6.0b 17.0a 16

Matale green × GK Muricata acc.(F1) Green 6.5b 12.0bc 16

GK Muricata acc. × Thinneweli white (F1) Light green 8.0b 14.0b 14

Thinneweli white × GK Muricata acc. (F1) Light green 8.2b 9.0cd 14

CV % 14.0 12.5

*Values with the same letter within a column are not significantly different at 5% probability level.

Table 2: External fruit colour, fruit length and number and mid-parent value of fruits/vine of GK Muricata accession, 
Matale green and Thinnaweli white parental lines and their F1 cross combinations
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Determination of the genetic control of traits

In each cross, more than 95% of female flowers set 
fruits following crossing, and this revealed the genetic 
compatibility and close relationship between the GK 
Muricata accession and Charantia. Thus, the use 
of GK Muricata accession as promising germplasm 
for bitter gourd improvement would be possible. 
This is in agreement with Rathod et al. (2019), who 
reported a high percentage of fruit set (> 85%) with 
abundant seeds per fruit and seedling survivability of 
the cross between M. Charantia var. Charantia and 
M. Charantia var. Muricata. They also suggested 
that Charantia and Muricata are genetically close 
to each other and compatible. Bai & Beevy (2012) 
and Bharathi et al. (2012) explained the closeness 
between these two botanical varietal groups based on 
conventional crossing methods.

External fruit colour

The external fruit colour of parental lines of GK 
Muricata accession, Matale Green and Thinnaweli 
White and their F1 cross combinations of GK 
Muricata accession × Matale green, Matale green 
× GK Muricata accession, GK Muricata accession 
× Thinneweli white and Thinneweli white × GK 
Muricata accession are presented in Table 3. Both the 
F1 cross combinations involving the cross between 
Thinnaweli White with yellowish-white fruit colour 
and GK Muricata accession with green fruit colour and 
the reciprocal cross showed light green fruit colour, so 
that incomplete dominance could be operating. This 
was in agreement with Lion et al. (2002) who also 
speculated that the light green colour in F1 is due to 
incomplete dominance or modifiers.

 The external fruit colour of both the F2 populations 
derived from the cross between GK Muricata accession 
and Thinnaweli White and the reciprocal cross showed 
a continuous variation approaching normal distribution 
from green to yellowish-white (Figure 1). Thus, the 
external fruit colour appeared to be a quantitative 
characteristic controlled by many genes, each with a 
possible small additive effect. This is in agreement 
with Huang & Hsieh (2017), who reported that the 
external fruit colour of bitter gourd is controlled by 
many genes as expression of chlorophyll has complex 
interactions. Liu et al. (2005) and Lion et al. (2002) 
reported that fruit colour (green vs. white) in bitter 
guard is controlled by two genes, where green is 
dominant over white. Therefore, the desired fruit 
colour may be achieved through directional selection.

As no F2 segregation was observed for external fruit 
colour of the cross between the GK Muricata accession 
and Matale Green, while all parents and F1 plants had 
the same green external fruit colour, both the parents, 
GK Muricata accession and Matale Green, may carry 
the same gene/genes alleles for green fruit colour. 
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Figure 1: Percentage distribution of external fruit colour in two 
F2 populations derived from the cross of GK Muricata 
accession × Thinnaweli White, and the reciprocal 
cross.

Fruit length

The fruit length of the GK Muricata accession, Matale 
Green and Thinnaweli White parental lines, and their 
F1 cross combinations are presented in Table 2. All 
four F1 cross combinations recorded significantly 
(p ≤ 0.05) shorter fruit length than Matale Green and 
Thinnaweli White, however, significantly (p ≤ 0.05) 
longer fruit length than that of the GK Muricata 
accession. The fruit length of F1 was very close to that 
of GK Muricata accession and showed incomplete 
dominance for short fruit length. This is in agreement 
with Kim et al. (1990) and Zhang et al. (2008), who 
reported that the fruit length of bitter gourd showed 
incomplete dominance and Kumari et al. (2015) who 
reported that short fruit length is partially dominant 
over long fruit length. Furthermore, Behera et al. 
(2008) reported that the fruit length of bitter gourd is 
controlled by a single dominant gene or few genes, as 
Muricata parental characteristics are expressed in the 
fruit length of F1.

 Fruit length in four F2 populations derived from 
the crosses of GK Muricata accession × Matale Green 
and its reciprocal cross and cross of GK Muricata 
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accession × Thinnaweli White and its reciprocal cross 
showed continuous variations from short (0–5 cm) to 
long (35–40 cm) fruits (Figure 2). Thus, the current 
study is in agreement with the previous studies 
(Sharma & Bhutani, 2001; Zhang et al., 2008; Kumari 
et al., 2015) verifying that fruit length of bitter gourd 
may be a quantitative characteristic controlled by 
many genes, each with an effect varying in size. For 
genetic improvement of the trait, directional selection 
may be used for the desired direction as the trait is 
quantitative. Kumari et al. (2015) reported that 
selection for fruit length is effective as it has a high 
broad-sense heritability.

 In all F2 populations, longer fruit lengths than 
that of the parents with the longest fruit length were 
observed, and they are suspected to be transgressive 
segregants which may be effectively utilized for bitter 
gourd improvement. 

Number of fruits per vine

The number of fruits per vine of GK Muricata 
accession, Matale Green, and Thinnaweli White 
parental lines and their F1 cross combinations are 
presented in Table 3. The behavior of F1 progenies 
of GK Muricata accession × Thinnaweli White 
and GK Muricata accession × Matale Green cross 
combinations indicated that the number of fruits per 
vine may be controlled by many genes with additive 
effects. However, the F1 progenies of the reciprocal 
crosses of the above-indicated crosses, viz., Thinnaweli 
White × GK Muricata accession and Matale Green 
× GK Muricata accession recorded nine fruits pre 
vine and 12 fruits per vine, respectively which were 
not significantly (p ≤ 0.05) different from that of the 
respective female parents, while much lower than the 
mid-parent value (Table 3). Thus, the number of fruits 
per vine in bitter gourd may be controlled by both 
nuclear gene effects as well as a cytoplasmic effect 
depending on the female parent used in the cross 
combination. 

 GK Muricata accession had no cytoplasmic 
effect but both Matale Green and Thinnaweli White 
(Charantia varieties) may have a cytoplasmic effect 
on the number of fruits per vine. However, this 
cytoplasmic effect may not be useful as its influence 
was to reduce the number of fruits per vine. As no 
previous studies are available on such a cytoplasmic 
effect on the number of fruits per vine in bitter gourd, 
further studies are needed to confirm this.

 The number of fruits per vine of all four F2 
populations derived from the crosses of GK Muricata 
accession × Matale Green and its reciprocal cross and 
cross of GK Muricata accession × Thinnaweli White 
and its reciprocal cross segregated in the same pattern 
showing a continuous variation from the lowest fruit 
number (0–5) to the highest fruit number (26–30) per 
vine (Figure 3). Based on the segregation pattern of 
the respective F2 populations, the number of fruits 
per vine in bitter gourd appeared to be a quantitative 
characteristic that is mainly controlled by many genes 
with additive effects. This is in agreement with Sharma 
& Bhutani (2001) who reported that the number of fruits 
per vine is a quantitative trait controlled by additive 
factors, and Rao et al. (2021) who reported that the 
number of fruits per vine is controlled by QTL. The 
cytoplasmic effect may have been nullified in all F2 
populations where female parents were Matale Green 
and Thinnaweli White. All four F2 distributions had 
segregants with values much lower and higher than 

9  

 

 

 

Figure 2: Histogram of fruit length in four F2 populations derived from the crosses of A) 
Girandurukotte Muricata accession (GK) × Matale Green, its reciprocal (Matale green × GK), B) 
Girandurukotte Muricata accession × Thinnaweli White, and its reciprocal (Thinnaweli white × 
GK). 

 

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

Cross- GK x MG  Cross- MG x GK

FR
EQ

U
EN

CY
 %

Fruit length class (cm)

0-5 6--10 11--15 16-20 21-25 26- 30

0.00

5.00

10.00

15.00

20.00

25.00

30.00

Cross-GK  x TW Cross- TW x GK

Fr
eq

ue
nc

y 
%

Fruit length class (cm)

0-5 6--10 11--15 16-20 21-25 26- 30

B

A A

9  

 

 

 

Figure 2: Histogram of fruit length in four F2 populations derived from the crosses of A) 
Girandurukotte Muricata accession (GK) × Matale Green, its reciprocal (Matale green × GK), B) 
Girandurukotte Muricata accession × Thinnaweli White, and its reciprocal (Thinnaweli white × 
GK). 

 

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

Cross- GK x MG  Cross- MG x GK

FR
EQ

U
EN

CY
 %

Fruit length class (cm)

0-5 6--10 11--15 16-20 21-25 26- 30

0.00

5.00

10.00

15.00

20.00

25.00

30.00

Cross-GK  x TW Cross- TW x GK

Fr
eq

ue
nc

y 
%

Fruit length class (cm)

0-5 6--10 11--15 16-20 21-25 26- 30

B

A 

B

Figure 2: Histogram of fruit length in four F2 populations derived 
from the crosses of (A) Girandurukotte Muricata 
accession (GK) × Matale Green, its reciprocal (Matale 
green × GK), (B) Girandurukotte Muricata accession 
× Thinnaweli White, and its reciprocal (Thinnaweli 
white × GK).
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the lowest and highest parents, respectively and these 
may be transgressive segregants appearing in both 
extremes (Figure 3). 

concLuSIonS

The bitter gourd accession of GK Muricata collected 
from the Giradurukotte region in Sri Lanka was 
identified as a rich genetic source for bitter gourd 
improvement due to its consistency in characters and 
higher gynoecy. External fruit colour, fruit length, and 
the number of fruits per vine of bitter gourd appeared 
to be quantitative characteristics controlled by many 
genes, each with a potential small effect. GK Muricata 
accession may be used to improve presently cultivated 
varieties Matale Green and Thinnaweli White, with 
respect to the above fruit characteristics, through a 
breeding programme with the directional selection 
made towards the desired direction.

 The cytoplasmic effect of Matale Green and 
Thinnaweli White varieties on the number of fruits per 
vine is considered to be not useful as its influence was 
to reduce the number of fruits per vine. The appearance 
of transgressive segregants in fruit length and the 
number of fruits per vine in respective F2 populations 
were about 3% and 10%, respectively, and they are of 
interest for further improvement.
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Although the highest number of fruits per vine 
recorded among parents was 20, F2 segregants 
suspected to be transgressive with the number of 
fruits per vine as high as 26-30 were recorded, so that 
potential for improving the number of fruits per vine 
in bitter gourd through directional selection appears 
very high. This may be comparatively more efficient 
in the F2 population derived from the cross between 
GK Muricata accession × Matale Green as the number 
of plants with 26-30 fruits per vine was the highest 
(about 27) in that population.
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Abstract: A total of eighty different rice genotypes consisting 
of fifty-three traditional rice accessions and twenty-seven 
improved rice varieties were evaluated for salinity tolerance. 
To identify the tolerant genotypes and the relationship between 
tolerance level with plant height and dry matter accumulation, 
the seedlings were subjected to electrical conductivity (EC) 
~12 dSm-1 for ten and sixteen days separately at the seedling 
stage. The salinity tolerance of the seedlings was evaluated by 
standard evaluation scores (SES). Plant height, and total, shoot, 
and root-dry matter were evaluated in stressed and controlled 
plants. Rathuheenati4992 was highly tolerant at salinity stresses, 
and Heenati4618, Kaluwee3728, Mawee (5531, 3618), and 
Pokkali3573 were highly tolerant at the 10-day and tolerant at 
the 16-day salinity stress. Pokkali3881 was moderately tolerant 
at both stress conditions. Improved rice varieties At354 and 
Bg250 were highly tolerant at 10-day salinity stress and tolerant 
at 16-day salinity stress. Cultivation of highly susceptible 
improved rice varieties, Bg360, At306, At362, Ld368 At405, 
At402, Ld371, Bw272-6b, Ld365, and Bg352 must be avoided 
in salinized soils. There was no correlation between plant 
height and salinity tolerance (r = -0.381, α = 0.000), salinity 
tolerance and total dry matter (r = 0.325 α = 0.002), salinity 
tolerance and root dry matter (r = 0.294, α = 0.008), or salinity 
tolerance and shoot dry matter (r = 0.061, α = 0.594). Plant 
height or dry matter accumulation can be considered unreliable 
parameters for salinity tolerance screening since they differ 
with the genotype. The highly tolerant and tolerant genotypes 
must be further studied at different growth stages.

Keywords: Improved rice, salinity tolerance, seedling stage, 
Sri Lanka, traditional rice accessions. 

IntRoductIon

More than 50% of the world’s population consumes rice 
as their primary calorie source, with 80% carbohydrates 
(USDA, 2018). Latin American countries, the USA, 
Europe, Africa, and Asia grow rice worldwide, while 
an average Asian consumes around 150 kg yearly 
(Papademetriou, 2000). 

 Rice cultivation experiences various environmental 
stresses, such as salinity, drought, flood, heat, cold, 
topography, and soil factors (Mitin, 2009). Salinity is 
the second most important abiotic stress that decreases 
rice productivity worldwide (Isayenkov, 2012), next 
to drought (Gregorio et al., 1997). Though some lands 
are naturally salinized by rock weathering (Moreira-
Nordemann, 1984), climate change and inappropriate land 
usage collectively cause the salinization of one-third of 
the irrigated lands (Machado & Serralheiro, 2017; Ullah 
et al., 2021). Excessive irrigation accumulates salts, and 
limited drainage intensifies salinity in the fields (Van der 
Zee et al., 2017). Evaporation accelerates salinization in 
dry zone fields (Vidal, 2019).

 About sixty million hectares of rice-cultivating lands 
are affected by salinity in Asia (Papademetriou, 2009). 
Due to the absence of data on actual salinity-affected 
areas, the economic impact of salinization has not been 
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reported in Sri Lanka (Thiruchelvam & Pathmarajah, 
1999). Being an island, Sri Lanka experiences both 
inland (Rengasamy, 2016) and coastal salinity in different 
districts (Kendaragama & Bandara, 2000). Rice fields 
near the coastal belts develop salinity due to seawater 
intrusion (Opatha & Lokupitiya, 2019). By 1978, 
around 0.112 million ha of rice lands had been affected 
by salinity with electrical conductivity over 4 dSm-1 
(Panabokke, 1978). After the tsunami in 2004, 4000 ha of 
the coastal belt in Sri Lanka developed salinity (Sirisena 
& Wanigasundera, 2021). 

 Salinity stress reduces plant growth and yield by 
reducing water and nutrient uptake (Corwin, 2021). 
Salinity stress badly affects germination (Vibhuti et al., 
2015) seedling growth (Vibhuti et al., 2015; Senanayake 
et al., 2017), and survival ability (Mishra et al., 2021), 
at vegetative (Zeng et al., 2001), panicle initiation (Rad 
et al., 2011) and heading (Rad et al., 2011; Gerona et al., 
2019) stages. Yield components, such as the number of 
spikelets (Shereen et al., 2005), filled grain percentage 
(Abdullah et al., 2001), and per plant yield have also 
been reduced under salinity stress (Zeng et al., 2001; 
Raza et al, 2005; Singh & Sengar, 2014). 

 The effect of salinity is minimized by soil amendment 
(Minhas & Sharma, 2003), proper drainage (Rhoades, 
2016), plant transplanting and minimizing evaporation 
(Gurung & Azad, 2013). Improving rice varieties with 
salinity stress significantly increases rice production 
(Haque et al., 2021). Identifying new tolerant genetic 
materials by screening genotypes for salinity tolerance 
is essential for directly introducing or incorporating 
elite lines in rice varietal improvement programmes 
(Vasudevan et al., 2014). Breeders must integrate 
yield and salinity tolerance into the same genotype 
by eliminating unfavourable traits for commercial 
cultivation. Broadening the existing genetic base of rice 
expands the possibilities of new gene combinations for 
breeding programmes (Brozynska et al., 2016). In such a 
study, out of 185 rice genotypes, fifteen genotypes at the 
germination stage and twenty-eight at the seedling stage 
were salinity-tolerant (Sakina et al., 2016). Several other 
studies have been conducted to find salinity tolerance 
in different genetic sources (Supplementary Table I). 
Indonesian researchers (Hairmansis et al., 2017) and the 
International Rice Research Institute (IRRI, 2006) have 
developed salinity-tolerant rice varieties. Improved rice 
varieties Bw400, Bg369, At353, and At354, have been 
recommended for differently saline soils in Sri Lanka 
(RRDI, 2018). 

Sri Lankan traditional rice accessions, Mas samba, 
Galpawee, Mahasuduwee, Godawee, Rathkara, and 
Handiran, have scored more than 35% survival rates 
under salinity stress (Pradeepika et al., 2014), and 
Sudu Karayal (Pradeepika et al., 2014), Godawee and 
Alwee (Dahanayaka et al., 2015), Pachchaperumal 
(Pradheeban, 2014), Herath and Ranhiriyal (Ranawake 
& Dahanayake, 2012) are some of the traditional rice 
accessions which have performed better than the other 
accessions under salinity stress. 

 Imposing salinity stress has been done by using 
different electrical conductivity (EC) levels or Na+ 
concentrations, and different morphological and 
biochemical parameters have been used to evaluate the 
materials compared to positive control and sensitive 
check varieties (Supplementary Table I).

 Salinity-tolerant character in rice is not a single-factor 
trait; thus, screening for salinity tolerance and improving 
salinity tolerance in rice face several difficulties. 
Genetic factors and genetic environment interactions 
significantly affect salinity tolerance (Krishnamurthy 
et al., 2016; Rasel et al., 2021). Salinity tolerance links 
with poor quality characteristics such as low yield, poor 
grain quality, and long age in rice (Ravikiran et al., 
2018). Field screening procedures are impractical for 
salinity screening due to uncontrolled environmental 
factors in the field. Hence, preliminary screening must 
be done under controlled environmental conditions 
to determine the tolerant genotypes (Gregorio et al., 
1997). Laboratory or greenhouse screening experiments 
(Souleymane et al., 2015), manipulation of Yoshida 
solution at EC 5 dSm-1 (Ranawake et al., 2014) and EC 7 
dSm-1 (Chen et al., 2020), or hydroponic systems (Hakim 
et al., 2010; Kranto et al., 2016; Tabassum et al., 2021) 
are commonly applied techniques for salinity tolerance 
screening (Supplementary Table I).

 Morphological or physiological changes in rice due 
to salinity stress have been used to evaluate the level 
of tolerance or susceptibility of rice to salinity stress. 
Several salinity-affected traits are leaf length, leaf folding 
leaf tip burning, dry or dead leaves, burned patches on 
leaves (Gregorio et al., 1997), and reduced chlorophyll 
contents in the leaves (Singh et al., 2014; Tabassum 
et al., 2021). Further, rice reduces leaf elongation and 
new leaf emergences (Hakim et al., 2010; Kranto et al., 
2016; Tabassum et al., 2021). The plant survival rate, 
reduction of plant height, tillering ability (Razzaque 
et al., 2009), and days to flowering (Joseph, 2013) have 
also been altered under salinity stress. Reduction in the 
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number of spikelets per panicle and seed yield per panicle 
(Zeng et al., 2001), panicle length, spikelets number, and 
fertility percentage have also been altered during the 
salinity stress (Joseph, 2013). 

 Pokkali and Nona-Bokara are used as the positive 
control, and IR29 and IR29 are used as the sensitive 
genotype in many salinity-tolerant studies in rice 
(Supplementary Table I). 

 Further, rice has been evaluated in different growth 
stages for salinity tolerance: at germination (Pradheeban 
et al., 2015), seedling (Gregorio et al., 1997; Khan et al., 
1997), vegetative (Ranawake et al., 2014) and maturity 
(Tabassum et al., 2021) stages (Supplementary Table 
I). The seedling and early seedling stages are the most 
sensitive stages for salinity stress in rice (Grattan et al., 
2002). 

 Screening genotypes for salinity tolerance at the early 
growth stages ensures crop establishment and survival 
at the latter growth stages. The parameters considered 
for salinity tolerance screening must be reliable and 
convenient. Since the salinity-induced morphological 
and physiological changes in rice are complex, visual 
characters are evaluated in salinity tolerance screening in 
rice (Gregorio et al., 1997). 

 Plant shoot and root weight are reduced under salinity 
stress at the seedling and vegetative stage (Razzaque et al., 
2009). Tolerant and susceptible genotypes have recorded 
different reduction rates in total biomass, and shoot and 
root dry matter under salinity stress (Lutts et al., 1995; 
Zeng et al., 2001; Souleymane et al., 2015; Tabassum 
et al., 2021). The reliability of such characteristics as 
parameters in salinity tolerance screening is doubtful. 
In the present study, while screening salinity tolerance 
in improved and traditional rice genotypes using IRRI 
adapted technique (Gregorio et al., 1997), the possibility 
of using plant height, total dry matter weight, and shoot 
and root dry matter weight as evaluation parameters was 
assessed.

MatERIaLS and MEthodS

Plant materials

Eighty rice genotypes, including fifty-three traditional 
rice accessions and twenty-seven improved varieties, 
were collected from the Plant Genetic Resources Centre, 
Gannoruwa, Sri Lanka (PGRC, 1999). Tolerant and 
susceptible check varieties used in the study were Pokkali 
and IR, respectively.

Experimental design and procedure

The experiment was conducted according to a 
randomized complete block design with four replicates, 
and ten plants were included in each replicate. Dormancy 
broken surface-sterilized rice seeds were germinated in 
distilled water for three days and transferred to Yoshida 
solution (Gregorio et al., 1997). Using sodium chloride, 
the Yoshida solution’s electrical conductivity (EC) was 
increased up to EC ~ 6 dSm-1. The calibration curve 
was plotted to manage the EC of the Yoshida solution. 
After three days at EC 6 dSm-1, the salinity level was 
increased to 12 dSm-1, and seedlings were kept in the 
same condition for 16 days. The medium was renewed at 
intervals of two days. The Yoshida solution was prepared 
according to Yoshida et al. (1972).

Scoring visual salt injuries using standard evaluation 
scores (SES)

Plants were evaluated according to the IRRI standard 
scores for visible salt injury (Gregorio et al., 1997) at 
ten and sixteen days of salinization (Supplementary 
Figure I). 

Determination of plant height and biomass 
accumulation

After visual scoring, plant height was measured. The 
stressed plants and control plants were kept at 70oC for 
five days until a constant dry matter weight was recorded, 
and the per-plant shoot dry weight, root dry weight, and 
total dry weight were measured. The shoot, root, and 
total dry weight reduction percentages were calculated 
as a percentage of the difference between the dry weight 
of the salinity-stressed plants (DWSP) and the control 
plants (DWCP); {(DWSP-DWCP)/DWCP}*100.

Data analysis

Data were analyzed using ANOVA with Statistical 
Analysis System (SAS Institute Inc., 2000). Duncan’s 
multiple range test separated means. 

RESuLtS and dIScuSSIon

Salinity tolerance of traditional rice accessions as 
scored by standard evaluation scores (SES)

According to the SES, Dahanala3917, Heenati4618, 
Kaluwee3728, Mawee (8497, 5531, 3618), 
Murungakayan3921, Pokkali3573, Rathuwee3905, and 
Rathuheenati (6249, 4992), and improved varieties Bg250 
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and At354 were highly tolerant at the10-day salinity 
stress at EC 12 dSm-1. However, among traditional rice 
accessions highly tolerant at the 10-day salinity stress, 
only Rathuheenati6229 was highly tolerant at the 16-day 
salinity stress. Heenati4618, Kaluwee3728, Pokkali3573, 
and Mawee (5531, 3618) were tolerant, and Mawee3487 
and Rathuwee3905 were moderately tolerant at the 
16-day salinity stress though they were highly tolerant 
at the 10-day salinity stress. Finding Rathuheenati4992 
as a highly tolerant accession at both 10-day and 16-day 
salinity stresses is a promising finding in the present study. 
The most tolerant accessions next to Rathuheenati4992 
were Heenati4618, Kaluwee3728, Mawee (5531, 3618), 
and Pokkali3, which were highly tolerant at the 10-day 
and tolerant at the 16-day salinity stress. Among the 
tolerant accessions at the 10-day salinity stress, only 
Kaluheenati7802 was tolerant at 16 days. In contrast, 
all other traditional accessions that were tolerant at 
the 10-day salinity stress were moderately tolerant, 
susceptible or highly susceptible at the 16-day salinity 
stress. Kaluheenati7802 would be a promising accession 
to withstand the salinity stress better than many of the 
highly salinity tolerant accessions at the 10-day salinity 
stress, that were not highly tolerant or tolerant at the 
16-day salinity stress (Table 1). 

 There are several Pokkali accessions in the farmer 
fields and the germplasm collections. These accessions 
could be the same or different in their genetic make-up. 
In the present study, two Pokkali accessions (3881, 3573) 
were evaluated, and Pokkali3573 was highly tolerant at 
the 10-day salinity stress while moderately tolerant at 
the 16-day salinity stress. However, Pokkali3881 was 
moderately tolerant at both stress conditions (Table 1). 
Dahanayaka et al. (2015) reported that Pokkali5556 is 
salinity tolerant, and Noorzuraini et al. (2021) reported 
that two different Pokkali lines (accession numbers were 
not given) are salinity tolerant. Pokkali has been reported 
as salinity tolerant at the seedling stage (Heenan et al., 
1988; Wijerathna et al., 2011; de Costa et al., 2012b; 
Senanayake et al., 2017) and the panicle stage (Heenan 
et al., 1988). Pokkali serves as the tolerant check variety 
for salinity tolerance studies (El-Shabrawi et al., 2010; 
Chunthaburee et al., 2016; Sampangi-Ramaiah et al., 
2020). De Costa et al. (2012a) used Pokkali as the check 
variety in an osmotic and ionic stress tolerance study; 
El-Shabrawi et al. (2010) as a positive control for a 
salinity tolerant physiological marker; and Sampangi-
Ramaiah et al. (2020) as a reference for a salinity tolerant 
endophyte producer. 

Salinity tolerance of improved rice varieties as scored 
by standard evaluation scores (SES)

Improved rice varieties At354 and Bg250 were highly 
tolerant at the 10-day salinity stress, and both were 
tolerant at the 16-day salinity stress (Table 1). At354 has 
been recorded as salinity tolerant at the seedling stage 
(Senanayake et al., 2017) and used as the standard check 
variety in a study carried out to evaluate the varietal 
performances under salinity stress (de Costa et al., 2012a; 
Pradeepika et al., 2014). Under experimental conditions, 
At354 has performed better than Pokkali (de Costa et 
al., 2012b) and has recorded a 77% survival rate under 
salinity stress at the seedling stage (Dahanayaka et al., 
2015). Pradheeban et al. (2014) has reported that At354 
is a highly salinity-tolerant accession at the germination 
stage, the same as Pokkali. Highly salinity tolerant 
Bg250 is a short-day variety (85 days) with an average 
yield of 4.5 t/ha in Sri Lanka. It has been recommended 
for drought and flood-prone fields to escape the stress 
(RRDI, 2018). Bg250 has been recorded as a highly 
salinity-tolerant accession to the level of Pokkali at 
the germination stage (Pradheeban et al., 2014) and 
at the seedling stage after the seeds were treated with 
Imidacloprid 70% WS (Gaucho), Thiamethoxam 70% 
WS (Cruiser), and Nitrophenolate 0.5% WS (Atonik) 
(Ranawake et al., 2013).

 Among the improved rice varieties, Bw400, Bg369, 
and At353 were tolerant at the 16-day salinity stress, along 
with Bg250 and At354 were highly salinity-tolerant at 
the 10-day salinity stress. Bg369 and At353 were tolerant 
at both stress conditions. Bg455 and Swarnasub1 were 
moderately tolerant at 16-day salinity stress, and Bg350 
was moderately tolerant at both 10-day and 16-day 
salinity stresses. Bg369 has been reported as a salinity-
tolerant rice variety (Senanayake et al., 2017). At354, 
Bw400, Bg369, and At353 have been recommended for 
differently salinized fields in Sri Lanka and have fallen 
into different yield and age categories (RRDI, 2018). 

 Four improved rice varieties, namely Bg360, At306, 
At362, and Ld368, were highly susceptible even at the 
10-day salinity stress, while ten accessions including the 
same varieties that were highly susceptible at 10-day and 
At405, At402, Ld371, Bw272-6b, Ld365, and Bg352 were 
highly susceptible at 16-day salinity stress (Table 1). 
These varieties should not be grown in saline-prone areas 
in Sri Lanka. 
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Highly tolerant Tolerant Moderately 
tolerant

Susceptible Highly susceptible
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s Dahanala3917 Kalubalawee5479 Dikwee3741 Dikwee3504 Murungakayan6263 Kuruwee3552

Heenati4618 Kaluheenati5191 Dikwee2203 Heenati6402 Murungakayan3490

Kaluwee3728 Kaluheenati7802 Kalubalawee3976 Heenati4935 Dahanala3304

Mawee8497 Kaluheenati4621 Kalubalawee5480 Heenati3936 Podiwee3109

Mawee5531 Murungakayan
3492

Kaluheenati4991 Heenati3707 Rathuheenati5486

Mawee3618 Polayal3661 Mawee8552 Heenati4524 Suduheenati3932

Murungakayan
3921

Ratawee3466 Mawee4145 Mawee8551 Sudurusamba2202

Pokkali3573 Rathuwee3473 Murungakayan
3809

Mawee3683 Kaluwee3876

Rathuwee3905 Suduheenati7799 Pokkali3881 Mawee5384 Kaluheenati3471

Rathuheenati6249 Kuruwee3982 Ratawee3655 Kuruwee3898

Rathuheenati4992 Sudurusamba3671 Kuruwee3465

Im
pr

ov
ed Bg250 Bg359, Bg369 Bg350 Bg350 Bw453 Bg360

At354 Bg455, At353 Ld371 At308 Ld365 At306

Bw367, Bw400 IRRI64 At402 Ld408 At362

IRRI64 At405 Sambamasuri Ld368

Swarnasub1 Bw272-6b Bg352

Heenati4618 Dikwee3504 Dahanala3917 Kalubalawee3976 Dikwee2203
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ss
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s Rathuheenati4992 Kaluwee3728 Heenati4935 Dahanala3304 Murungakayan3921 Heenati3707

Kaluheenati7802 Heenati3936 Dikwee3741 Murungakayan3492 Mawee3683

Mawee5531 Kalubalawee5479 Heenati6402 Murungakayan3490 Murungakayan
3495

Mawee3618 Kaluheenati4991 Heenati4524 Ratawee3466 Podiwee3109

Pokkali3573 Kaluheenati4621 Kaluheenati 
5191

Rathuwee3473 Rathuheenati6249

Kaluheenati3471 Kuruwee3982 Suduheenati7799 Rathuheenati5486

Mawee8497 Kuruwee3552 Suduheenati3932 Sudurusamba2202

Murungakayan
3809

Kuruwee3465 Sudurusamba3671 Mawee8551

Pokkali3881 Kuruwee3898 Kaluwee3876 Murungakayan
6263

Polayal3905 Mawee8552

Ratawee3655 Mawee3704

Rathuwee3905

Im
pr

ov
ed Bw400 Bg350 Bg300 Ld408 At405, Bg360

Bg250 Bg455 Bg359 IRRI64 Bw272-6b, Ld371

Bg369 Swarnasub1 At308 IRRIsub1 Ld365, At306

At353 Bw367 Sambamasuri Ld368, At362

At354 Bw453 Ld368 Bg352, At402

Yield and agronomic characteristics of studied key genotypes were greatly varied under field conditions (Unpublished data by the authors).

Table 1: Salinity tolerance of rice genotypes on the 10th and 16th day salinity stress at the seedling stage 
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Ientification of the tolerance category into which the rice 
genotype is included is convenient for future practices. 
Among the traditional genotypes, 20.7% was highly 
tolerant, 16.9% tolerant, 20.7% moderately tolerant and 
39.6% susceptible or highly susceptible at the 10-day 
salinity stress, while the values changed to 1.9, 11.3, 24.5, 
and 62.2% respectively at the 16-day salinity stress. 

 Identifying different tolerance categories in salinity 
stress studies in rice is a common practice. Three 
categories, namely tolerant, moderately tolerant, 
and sensitive, have been identified based on physio-
morphological indices evaluated at EC 10 dSm-1 salinity 
stress in the rice seedling stage by Pongprayoon et al. 
(2019). They reported that the variety Riceberry is salinity 
tolerant, five cultivars are moderately tolerant, and two 
cultivars are susceptible. Germplasm consisting of 114 
genotypes recorded 7% highly tolerant, 20.14% tolerant, 
36.84% moderately tolerant, 28.95% susceptible, and 7% 
highly susceptible at the germination stage in a Petri dish 
method under a 120 mM salt concentration (Zhang et al., 
2021). Another continued study from 2012 to 2021 in 
India reported that out of 1500 different rice genotypes, 
only 5% were salinity tolerant and out of 7500 rice lines, 
only 3.2% were salinity tolerant at the seedling stage 
under 10 dSm-1 salinity stress (Krishnamurthy et al., 
2022). A collection of another 110 Sri Lankan genotypes 
consisting of both improved and traditional rice accessions 
has also recorded 5.9% highly tolerant, 24.5% tolerant, 
29.4% moderately tolerant, 31.4% susceptible, and 8.8% 
highly susceptible genotypes under a hydroponic system 
at a salinity level of 100 mM Na+ (de Costa et al., 2012a). 
The percentages of highly salinity tolerant and tolerant 
rice genotypes in the studied Sri Lankan rice germplasm 
are significantly greater than those of the other studies. 

Salinity tolerance in traditional rice accessions

Salinity tolerance levels in traditional rice accessions 
are more sustainable than improved rice varieties. Only 
Kuruwee3552 was highly susceptible to 10-day salinity 
stress among the traditional rice accessions. Around 40% 
acquired at least a minimum tolerance level, proving the 
adaptability of naturally evolved traditional genotypes 
for saline fields (Table 1). Although highly tolerant 
improved rice varieties and traditional rice accessions 
at the 10-day salinity stress have been downgraded to 
lower-level salinity tolerant/susceptible groups at the 
16-day salinity stress, Rathuheenati4992 was able to 
withstand severe 16-day salinity stress as well as the 
10-day salinity stress. The sustainability of traditional 
rice accessions under salinity stress was exhibited in 

many traditional rice accessions by remaining at the same 
tolerance level at both 10-day and 16-day salinity stresses: 
Rathuheenati6229 was highly tolerant, Kaluheenati7802 
was tolerant, Kaluheenati4991, Murungakayan3809, 
Pokkali3881, Murungakayan3809, and Rathuwee3655 
were moderately tolerant at both stresses (Table 1). The 
broad genetic diversity in Sri Lankan traditional rice gene 
pool gives a great chance to select promising accessions 
other than Pokkali for future breeding programmes.

Dry matter reduction and salinity tolerance of studied 
rice genotypes 

When subjected to extended periods of salinity, 
plants undergo ionic stress, resulting in early aging of 
mature leaves and subsequently reducing the available 
photosynthetic area, which, in turn, affects leaf water 
potential and the production and distribution of assimilated 
dry matter (Cramer & Nowak, 1992; Bradford, 1994). 
However, there is no unique relationship between salinity 
tolerance level and dry matter accumulation or reduction, 
compared to that of control plants at the salinity stress 
in the studied genotypes. The shoot, root, and total dry 
matter reduction and accumulation varied in different 
ranges regardless of the tolerance level: shoot dry matter 
24.53% reduction to 63.14% accumulation, root dry 
matter 36.15% reduction to 6.61% accumulation, total 
dry matter 31.76% reduction to 15.39% accumulation. 

 Dry matter reduction and accumulation under salinity 
stress were evident in the highly tolerant or tolerant groups. 
Pokkali3573 reported dry matter reduction in the shoot 
(24.53%), root (36.15%), and total dry matter (31.76%). 
Mawee3618 and At353 reported the highest shoot 
(63.14%), and root (63.14%) dry matter accumulation, 
and Pokkali3573 reported the highest shoot dry matter 
reduction (24.53%). Further, Kaluwee3728 and Bg250 
accumulated the highest root dry matter (6.61%), and 
Pokkali3573 reduced the root dry matter by 36.15%. 
Highly salinity tolerant Rathuheenati4992 reduced the 
shoot and total dry matter. Still, it increased the root dry 
weight at salinity stress, indicating that its root system 
grows under salinity stress while shoot growth is limited 
(Table 2). 

 Dry matter reduction and dry matter accumulation 
in shoot, root, or both were significantly changed in 
the moderately salinity tolerant group. Among thirteen 
traditional rice accessions and three modern varieties, 
Kaluheenati4621 reported the highest significant shoot 
dry matter reduction (58.13%) and Bg350 recorded 
the highest shoot dry matter accumulation (84.55%). 
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The highest root dry matter reduction was reported 
in Dikwee3504 (62.07%), and Heenati3936 recorded 
the highest root dry matter accumulation (59.87%). 
Traditional rice accession Polayal3661 recorded the 
lowest total dry matter accumulation (0.94%), and 
Kalubalawee5479 recorded the highest total dry matter 
accumulation (59.87%). However, Ratawee3655 and 
Pokkali3881 reduced the dry matter accumulation in both 
shoots and roots. These values emphasize the variations 
in shoot, root or total dry matter accumulation and 
reduction in rice genotypes at the seedling stage under 

the salinity stress even though they belong to the same 
tolerance level. Usually, the root dry matter accumulation 
is reduced under salinity stress (Singam et al., 2011). 
Though the slightest reduction of dry matter in salinity-
tolerant genotypes under salinity stress is evident (Ashraf 
& Bhatti, 2000; Souleymane et al., 2015; Tabassum 
et al., 2021a), the studied genotypes behaved differently. 
A broad diversity exists in dry matter partitioning and 
dry matter reduction and accumulation in highly tolerant, 
tolerant or moderately tolerant rice genotypes at the 
salinity stress.

HT & T genotypes SD RD TD MT genotypes SD RD TD

Rathuhenati4992(HT) 8.97 c -1.05 c 2.99 d Dikwee3504 -31.93 e 62.07 a 48.48 a

Heenati4618 -4.48 d 4.63 b 1.13 d Heenati4935 40.67 b -1.70 g 12.95 d

Kaluwee3728 -0.90 d -6.61 d -4.50 e Heenati3936 -7.36 d -59.87 j -4.85 h

Kalubalawee5480 -33.13 e 35.05 a 23.20 b Kalubalawee5479 -84.27 g -48.28 i -61.23 i

Mawee5531 -60.25 f 2.70 bc -14.34 f Kaluheenati4991 17.85 c -1.97 g 4.09 e

Mawee3618 -63.14 f 6.31 b -15.39 f Kaluheenati4621 58.13 a -4.57 g 25.25 c

Pokkali3573 24.53 a 36.15 a 31.76 a Kaluheenati3471 -11.54 d 24.24 d 13.66

Bg250 -0.90 d -6.61 d -4.50 e Mawee8497 19.84 c -4.65 g 4.04 e

Bg369 5.37 b 1.73 bc 6.71 c Murungakayan3809 -37.15 e -0.99 g -10.56 g

At353 -63.14 f 6.31 b -15.39 f Pokkali3881 14.60 c 42.24 c 35.73 b

At354 15.37 b 1.72 bc 6.71 c Polayal3661 24.92 c -24.79 h -0.94 f

Bw400 15.36 b 1.73 bc 6.71 c Ratawee3655 46.19 b 53.49 b 49.58 a

CV -23.46 15.13 9.9 Rathuwee3905 19.88 c -3.97 g 6.25 e

Bg350 -84.55 g 15.01 e -7.89 g

Bg455 -2.27 d 6.33 f 4.03 e

Swarnasub1 -60.89 f 22.27 d 13.73 d

 CV -13.8 17.39 38.22

HT: Highly tolerant, T: Tolerant, MT: Moderately tolerant SD: Shoot dry matter, RD: Root dry matter, TD: Total dry matter

Table 2: Shoot dry matter, root dry matter, and total dry matter reduction in highly tolerant, tolerant, and moderately tolerant rice 
genotypes in the seedling stage at the 16-day salinity stress

In the susceptible group, 62.5% of genotypes reduced 
the shoot dry matter at the salinity stress, but there 
is a significant variation in the degree of reduction 
or accumulation. The highest root dry matter 
reduction (81.68%) was observed in IRRIsub1, and 
the highest root dry matter accumulation (49.04%) 
was observed in IRRI64 (Table 3). Traditional rice 
accessions Kaluwee3876, Kuruwee (3898, 3552, 3465), 
Suduheenati3932, and improved variety Bg300 increased 
the total dry matter while other genotypes reduced the 
total dry matter under salinity stress. Traditional rice 
accession Dahanala3917 had not reduced the total dry 

matter under salinity stress. Genotypes in the salinity 
susceptible group record a spectrum of dry matter 
reduction or accumulation patterns in root, shoots, or 
both under salinity stress. 

 In the highly susceptible group, only four accessions, 
Murungakayan3495 (35.78%), Sudurusamba2202 
(64.18%), Bg360 (15.41%), and Bw272-6b (75.30%) 
accumulated the shoot dry matter and two traditional 
rice accessions, Murungakayan3495 (2.82%), and 
Rathuheenati6249 (48.16%), and improved variety At402 
(14.01%) accumulated root dry matter under salinity 
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stress. All other rice genotypes showed shoot and root 
dry matter reductions under salinity stress. Being highly 
susceptible, Murungakayan3495 was the only highly 

susceptible genotype that increased the total dry matter 
accumulation under salinity stress. 

S Genotypes SD RD TD HS Genotypes SD RD TD

Dahanala3917 9.21 gh -5.23 k 0.00 j Dikwee2203 39.48 b 22.90 gh 28.67 e

Dahanala3304 -15.18 l 32.07 g 19.27 efg Heenati3707 20.88 d 56.50 b 45.66 b

Dikwee3741 56.81 d -17.67 l 25.44 d Mawee3683 25.67 d 2.83 k 12.10 j

Heenati6402 14.45 g 51.26 d 44.39 a Mawee8551 37.52 bc 40.80 d 39.53 c

Heenati4524 4.29 hi -1.98 k 0.34 j Murungakayan6263 40.28 b 22.62 gh 25.65 f

Kaluwee3876 -3.00 ij -31.05 m -22.92 k Murungakayan3495 -35.78 f -2.82 l -12.54 l

Kalubalawee3976 58.33 cd 11.18 j 37.28 b Podiwee3109 69.41 a 16.33 ij 23.59 fj

Kaluheenati5191 16.11 g 15.70 j 15.89 gh Rathuheenati6249 60.16 a -48.16 n 14.74 i

Kuruwee3982 34.55 f -12.96 l 10.87 i Rathuheenati5486 37.52 bc 40.80 d 39.55 c

Kuruwee3898 -71.43 o -34.06 m -44.68 l Sudurusamba2202 -64.18 g 104.15 a 35.02 d

Kuruwee3552 66.07 bc 66.07 c -24.83 k Bg352 69.41 a 16.33 ij 23.59 fg

Kuruwee3465 74.18 ab 74.18 b -52 15 m Bg360 -15.41 e 32.67 e 24.62 fg

Mawee8552 -39.17 m 38.80 f 20.67 ef At306 27.88 cd 14.58 j 17.98 h

Mawee3704 4.33 hi 30.16 gh 22.29 de At362 23.17 d 54.40 b 47.32 ab

Mawee5384 -1.41 ij 32.33 g 18.72 efg At402 44.63 b -14.01 m 5.74 k

Murungakayan3921 11.16 gh -2.79 k 1.99 j At405 60.11 a 46.03 c 49.27 a

Murungakayan3492 -14.23 kl 31.31 g 19.15 efg Bw272-6b -75.30 h 30.80 ef 22.48 g

Murungakayan3490 4.29 hi -1.98 k 0.34 j Ld365 39.49 b 20.46 hi 25.70 f

Ratawee3466 13.25 gh 31.59 g 25.81 d Ld368 37.35 bc 26.57 fg 28.50 e

Rathuwee3473 42.80 e 34.85 fg 36.59 b Ld371 40.28 b 22.62 gh 25.65 f

Suduheenati7799 -6.52 jk 24.49 hi 15.44 gh CV 27.09 13.5 6.74

Suduheenati3932 -71.43 o -34.06 m -44.68nl

Sudurusamba3671 -16.26 l 51.34 d 33.56 bc

Bg300 -3.00 ij -31.05 m -22.92 k

Bg359 44.61 e 44.64 e 44.62 a

At308 60.76 cd 21.35 i 36.73 b

Bw367 -60.61 n 30.60 g 13.89 hi

Bw453 61.81 cd 11.59 j 31.06 c

Ld408 47.13 e 29.35 gh 35.41 b

IRRIsub1 -73.44 o 81.68 a 24.92 d

IRRI64 79.74 a -49.04 n 34.64 bc

Sambamasuri 66.09 bc -0.65 k 16.76 fgh

CV 46.63 24.11 21.44

S: Susceptible, HS: Highly susceptible, SD: Shoot dry matter, RD: Root dry matter, TD: Total dry matter

Table 3: Shoot dry matter, root dry matter, and total dry matter reduction of susceptible and highly susceptible rice genotypes in the 
seedling stage at the 16-day salinity stress
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The presence of salinity has notably diminished the 
heights of all paddy cultivars throughout the specified 
growth stages when compared to the control treatments 
(Puvanitha & Mahendran, 2017). The seedling growth 
has reduced in salinity-susceptible varieties (Razzaque 
et al., 2009), and salinity has reduced dry matter by 
about 90% (Asch et al., 2000), including root dry matter 
(Singam et al., 2011). The level of salinity tolerance and 
dry matter reduction are genetically decided (Narayanan 
& Sree Rangasamy, 2008), and the degree of variation in 
dry matter reduction or accumulation changes with the 

genotype (Suriyan et al., 2009). Efficiency reduction of 
photosynthesis, expression changes in transporter genes 
whose expression depends on Na+ and K+ availability, 
inability to absorb soil nutrition, and changes in ethylene 
biosynthesis directly reduce plant dry matter under 
salinity stress (El-Shabrawi et al., 2010; Puteh & Mondal, 
2015; Kaur et al., 2016; Li et al., 2018; Mishra et al., 
2021b). Overall dry matter reduction or accumulation 
may change once these salinity tolerance mechanisms 
are differently affected in different genotypes. 

Parameters r p

Susceptible level on 10th day × Total dry matter reduction (%) 0.151 0.182

Susceptible level on 10th day × Root dry matter reduction (%) -0.068 0.550

Susceptible level on 10th day × Shoot dry matter reduction (%) 0.184 0.102

Susceptible level on 10th day × Plant height treatment -0.334** 0.002

Total dry matter reduction (%) × Root dry matter reduction (%) 0.297** 0.007

Total dry matter reduction (%) × Shoot dry matter reduction (%) 0.405* 0.000

Root dry matter reduction (%) × Shoot dry matter reduction (%) -0.105 0.353

Plant height × Shoot dry matter reduction (%) -0.330** 0.003

Plant height × Total dry matter reduction (%) -0.170 0.125

Plant height × Shoot dry matter reduction (%) -0.330** 0.003

Plant height treatment × Plant height control 0.400** 0.000

Susceptible level on 16th day × Total dry matter reduction (%) 0.325** 0.003

Susceptible level on 16th day × Shoot dry matter reduction (%) 0.061 0.594

Susceptible level on 16th day × Root dry matter reduction (%) 0.294** 0.008

Susceptible level on 16th day × Plant height treatment -0.381** 0.000

Susceptible level on 10th day × Tolerant level on 16th day 0.634** 0.001

Table 4: Correlation between different parameters studied in screening for salinity tolerance at 
the seedling stage

r: Pearson’s correlation coefficient, p: probability, *correlation is significant at the 0.05 level 
(2-tailed). **Correlation is significant at the 0.01 level (2-tailed).

Correlation of dry matter accumulation and salinity 
tolerance

Correlation analysis was performed to understand 
the relationship between dry matter accumulation or 
reduction and salinity tolerance or susceptible levels at 
the seedling stage at the 10-day and 16-day salinity stress 
(Table 4). The correlation was positive and nonsignificant 
(r = 0.152, α = 0.182) between the susceptible level and 
total dry matter reduction of seedlings at the 10-day 

salinity stress and at the 16-day salinity stress (r = 0.325, 
α = 0.003). A prolonged period of salinity stress is needed 
for a significant change in plant dry matter reduction 
under salinity stress (François et al., 1994). The type of 
correlation depends on the studied genetic materials and 
their tolerance mode at salinity stress. 

There was a significant weak correlation (r = 0.405, 
α = 0.000) between the total dry matter reduction and 
shoot dry matter reduction, which was greater than the 
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Tolerant & highly tolerant Susceptible Highly susceptible

Genotype T C Genotype T C Genotype T C

Rathuheenati4992* 18.79 b 17.64 c Dahanala3917 14.97 g 10.82 q Dikwee2203 12.32 g 17.13 e

Heenati4618 22.28 a 17.61 c Dahanala3304 16.41 e 15.64 i Heenati3707 14.42 e 22.17 b

Kaluwee3728 15.60 c 20.78 a Dikwee3741 18.00 cd 29.50 b Mawee3683 16.00 d 22.48 a

Kalubalawee5480 11.44 e 16.85 d Heenati6402 18.14 cd 20.28 d Mawee8551 16.36 c 19.85 c

Mawee5531 14.71 d 18.82 b Heenati4524 21.42 a 15.62 i Murungakayan6263 7.77 l 9.68 j

Mawee3618 8.24 g 20.71 a Kaluwee3876 8.64 jk 12.16 o Murungakayan3495 23.16 a 18.84 d

Pokkali3573 22.23 a 15.54 e Kalubalawee3976 20.11 b 25.78 c Podiwee3109 5.55 q 18.94 d

Bg250 15.60 c 20.78 a Kaluheenati5191 16.45 e 17.78 f Rathuheenati6249 22.08 b 10.93 h

Bg369 10.66 f 13.06 f Kuruwee3982 18.13 cd 16.66 g Rathuheenati5486 16.36 c 19.85 c

At353 8.24 g 20.71 a Kuruwee3898 14.70 g 9.94 r Sudurusamba2202 6.87 n 14.50 f

At354 10.66 f 13.06 f Kuruwee3552 11.54 h 7.47 u Bg352 5.55 q 18.94 d

Bw400 10.66 f 13.06 f Kuruwee3465 10.17 i 6.99 w Bg360 7.50 m 6.77 m

CV 7.66 9.55 Mawee8552 21.16 a 19.18 e At306 11.34 h 6.43 n

Mawee4145 14.72 g 17.64 f At362 13.55 f 13.00 g

Moderately tolerant Mawee5384 19.89 b 41.20 a At402 11.17 i 10.86 h

Genotype T C Murungakayan3921 10.01 i 15.52 i At405 9.34 j 10.44 i

Dikwee3504 21.11 a 13.07 f Murungakayan3492 17.63 d 16.50 h Bw272-6b 9.18 k 7.10 l

Heenati4935 15.30 d 14.72 e Murungakayan3490 21.92 a 15.62 i Ld365 6.64 o 9.45 k

Heenati3936 18.33 b 18.25 c Ratawee3466 14.63 g 9.62 s Ld368 6.16 p 4.33 0

Kalubalawee5479 15.54 cd 14.45 e Rathuwee3473 16.17 ef 15.24 j Ld371 7.77 l 9.68 j

Kaluheenati4991 13.69 f  9.76 h Suduheenati7799 18.75 c 12.08 o CV 5.38 10.66

Kaluheenati4621 10.86 g 22.51 a Suduheenati3932 15.42 fg 9.94 r

Kaluheenati3471 16.00 c 10.43 g Sudurusamba3671 15.52 efg 9.59 s

Mawee8497 14.98 de 16.47 d Bg300 8.63 jk 12.16 o

Murungakayan3809 21.15 a 14.59 c Bg359 9.42 ij 13.97 l

Pokkali3881 18.19 b 14.64 e At308 8.32vk 12.48 n

Polayal3661 13.72 f 14.95 e Bw367 9.97 i 7.97 t

Ratawee3655 15.96 c 22.61 a Bw453 8.09 k 11.57 p

Rathuwee3905 14.49 e 21.50 b Ld408 6.64 l 9.62 s

Bg350 14.44 e 8.05 i IRRIsub1 18.98 c 13.38 m

Bg455 10.46 g 9.21 h IRRI64 7.98 k 15.10 k

Swarnasub1 6.81 h 8.11 i Sambamasuri 5.32 m 7.15 v

cv 12.88 3.08 CV 4.47 7.3

Table 5: Plant height of genotypes in different salinity tolerant groups at the control condition and the salinity stress condition

*Highly tolerant genotype, T: Salinity treated plants, C: Control plants 

correlation coefficient (r = 0.297, α = 0.007) of total dry 
matter reduction and root dry matter reduction, which 
suggests that shoots is more severely affected by salinity 
stress than roots. A positive, weak, but significant 
correlation between total dry matter reduction and root 

dry matter reduction at both 10-day salinity stress (r = 
0.297, α = 0.007) and 16-day salinity stress (r = 0.294, α 
= 0.008) explains that the decrease in root dry matter is 
distinct under salinity stress (Durga et al., 2021).
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stressed and control plants were assessed to understand 
the relationship between salinity tolerance and dry matter 
accumulation or reduction. The traditional rice accession, 
Rathuheenati4992, was highly salinity tolerant, and 
Henati4618, Kaluwee3728, Mawee (5531, 3618), and 
Pokkali3573 were salinity tolerant at the 16-day salinity 
stress. There are genetically different Pokkali accessions 
with different salinity tolerance levels; Pokkali3573 was 
highly tolerant, and Pokkali3881 was moderately tolerant. 
Sri Lankan improved rice varieties Bg250, At354, Bw400, 
Bg369, and At353 were tolerant at 16-day salinity stress. 
Improved rice varieties, Bg360, At306, At362, Ld368 
At405, At402, Ld371, Bw272-6b, Ld365, and Bg352 
were highly susceptible to salinity, and their cultivation 
must be avoided in salinized soils. Salinity tolerance in 
traditional rice accessions is more sustainable: Around 
40% of traditional rice accessions were moderately 
tolerant or highly tolerant. Dry matter reduction and 
accumulation varied with the genotype under the salinity 
stress. According to the correlation analysis, plant height 
(r = -0.381, α = 0.00) cannot be considered a selection 
criterion for salinity stress, and salinity stress affects the 
plant height of the individual rice genotype at the seedling 
stage. There was no correlation (r = 0.325, α = 0.003) 
between the tolerant or susceptible level and total dry 
matter reduction or accumulation under salinity stress; 
dry matter accumulation or reduction is not a criterion to 
use as a parameter for salinity tolerance at the seedling 
stage. These findings would differ in prolonged stresses 
or other growth stages. Further studies at different growth 
stages are needed to confirm the results. 
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Supplementary figure 1: Some different stages of testing for salinity tolerance at the seedling stage  
(a): Starting stage for salinity treatment (b): Control seedlings after sixteen days (c): Seedlings after ten days in salinity 
treatment (d) Seedlings after sixteen days in salinity treatment. 
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Supplementary figure 1: Some different stages of testing for salinity tolerance at the seedling stage 
(a): Starting stage for salinity treatment, (b): Control seedlings after sixteen days, (c): Seedlings after 
ten days in salinity treatment, (d) Seedlings after sixteen days in salinity treatment.
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Abstract: A novel section parameter termed normalized 
excess kurtosis of a section, inspired by the same parameter 
used in probability distributions, is introduced to characterize 
the rotation capacity of a hollow section under bending. The 
proposed normalization accounts for variations in yield stress 
and Young’s modulus too. A linear relationship is observed 
between rotation capacity and the normalized excess kurtosis 
of circular hollow sections (CHS), rectangular/square hollow 
sections (RHS) and elliptical/oval hollow sections (EHS), 
under constant and linearly varying moment conditions, based 
on experimental and finite element model (FEM) data. It is 
found that, the rotation capacity variation of hollow sections 
is better explained by using normalized excess kurtosis than by 
the conventional section slenderness. The gradient of the above 
linear relationship varies with the section type and provides 
an estimate of the rotation capacity of a hollow section with a 
known shape and aspect ratio. It also provides insights into the 
section classification of EHS sections, with aspect ratios closer 
to unity (0.67 < a/b < 1.5) being suitable for an equivalent 
diameter approach and those with aspect ratios further from 
unity (a/b < 0.5 and a/b > 2.0) for an equivalent RHS approach. 
The difference between the moment and rotation capacities 
of linearly varying moment conditions (3-point bending) 
and constant moment conditions (4-point bending) is also 
elucidated. 

Keywords: Bending of beams, elliptical hollow sections, 
kurtosis, rotation capacity, slenderness.

IntRoductIon

Classification of steel hollow sections

Steel tubular sections are used extensively in the 
construction industry, from projects such as the Sydney 
Olympic Stadium to steel framed houses in North 
America, and in scale from space trusses and frames to 
wind turbine towers. Along with the rapid rise in usage, 
research into the same has also picked up during the past 
couple of decades.

 Section classification is central to the design of steel 
elements (Chen et al., 2013). Most of the major design 
guidelines classify sections into three classes: (i) Class 1, 
capable of reaching and exceeding full plastic capacity, 
(ii) Class 2, capable of reaching yield stress at extreme 
fibres but not full plasticisation, and (iii) Class 3, failing 
in local collapse before yielding occurs. Slenderness 
parameters based on section geometry and material yield 
strength are used for this classification.

 However, the existing design codes do not provide 
guidelines on classification of EHS, although they are 
now being used extensively in construction. Haque et al. 
(2012) propose an equivalent RHS approach for the 
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classification and design of EHS in axial compression 
and bending, where EHS sections are transformed to 
an equivalent RHS and section classification based on 
RHS slenderness limits. On the other hand, Theofanous 
et al. (2009), Zhu & Wilkinson (2007), Gardner & Chan 
(2006) and Gardner & Chan (2007) have successfully 
used an equivalent diameter approach where an EHS is 
converted to an equivalent CHS.

 Furthermore, current codified section classifications 
use section geometry and material strength as the only 
input variables, although other parameters have been 
observed to influence the rotation capacity of a beam 
and hence the section classification. Sherman (1976) 
observes that moment gradient and stiffness due to end 
fixities influence the rotation capacity; and Wang et al. 
(2016) identify aspect ratio, strain hardening and moment 
gradient as parameters influencing the rotation capacity 
of RHS. Seif & Schafer (2010) redefine the section 
slenderness parameter to take web-flange interaction into 
account.

 Classification of sections for plastic frame analysis 
(i.e., class 1 limit) is based on the available rotation 
capacity of a beam of uniform section exceeding some 
pre-defined plastic rotation capacity requirement, 
the value of which is not clearly intimated to users in 
current codes of practice. It is the authors’ view that a 
continuous relationship between rotation capacity and 
section geometry, as opposed to a single point value, 
allows for better utilization of the capacity available in 
a beam of a uniform hollow section (i.e., to optimize the 
section geometry). To maintain the simplicity expected 
of a design process, it is prudent to relate the rotation 
capacity to a simple section parameter.

 Three primary methods have been used to predict the 
rotation capacity of beams: (i) empirical methods (e.g., 
Kato, 1988; Castaldo et al., 2017), (ii) analytical solutions, 
and (iii) soft computing methods (e.g., D’Aniello et al., 
2015). Empirical methods are hindered by limitations of 
the data set while analytical solutions face the trade-off 
between the need for simplicity in design usage and the 
need to account for complex behaviour. D’Aniello et al. 
(2015) use genetic programming and neural networks 
to build a predictive model which is both efficient and 
not influenced by simplifying assumptions; however the 
model will only be as good as the quality and the breadth 
of the training set.

 The current paper introduces a new section parameter 
with a view to presenting a simplified relationship with 
rotation capacity, and to clarify the quandary in classifying 

EHS as either CHS or RHS. We present a novel section 
parameter based on the statistical parameter kurtosis. 
Experimental and finite element model (FEM) data on 
CHS, EHS/OHS and RHS are studied on the basis of this 
novel parameter. In particular, we use the parameter to 
shed light on the dilemma of the section classification 
for EHS.  Finally, we note further insights that can be 
provided by this novel parameter and the advantages 
thereof.

Rotation capacity and kurtosis

In mechanics, the zeroth raw moment of area of a cross 
section gives the area of the section; the first raw moment 
of area of the cross section as a fraction of the area gives 
the distance to the centroid; and the second raw moment 
of area as a fraction of the area yields the well-known 
definition of radius of gyration. 

 Moments of area are parameters that appear in both 
statistics and mechanics. The first order raw moment, 
second order central moment, third order standardized 
moment and fourth order standardized moment of a 
probability distribution function are called the mean, 
variance, skewness, and kurtosis of the probability 
distribution, respectively.

 Kurtosis is the most misunderstood statistical 
parameter of the four mentioned above and the hardest 
to grapple with (DeCarlo, 1997). Kurtosis is an indicator 
of the shape of a statistical distribution. Kurtosis values 
for some common distributions are 3.0 for a normal 
distribution, 1.8 for a uniform distribution of unit 
variance and 4.2 for a logistic distribution. As DeCarlo 
(1997) notes, kurtosis should be clearly distinguished 
from variance and “represents a movement of mass that 
does not affect the variance.” When applied to hollow 
cross sections, excess kurtosis (see below) acts as a 
parameter representing the wall thickness of the section, 
with variance (hence the stress distribution) and area of 
section being made irrelevant.

 Kurtosis of a section (Kt) is defined as in equation 
1; where 
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thickness (t) (see equation 2). The physical representation 
of this condition for a hollow section is the concentration 
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The parameter suggested for the classification of hollow steel sections is 𝐾𝐾𝐾𝐾�– i.e., the normalized excess 

kurtosis of a section (see equation 3); or kurtosis in excess of a pure bimodal distribution, normalized 

with respect to yield strength (𝑓𝑓�) and modulus of elasticity (𝐸𝐸) of the material. 
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with 𝑓𝑓� in MPa and 𝐸𝐸 in GPa. 

The reference values of yield strength (fy) and modulus of elasticity (E) are chosen as 235 MPa and 210 

GPa respectively, based on EN 1993-1-1 (2005). The normalization with fy as denominator and E as 

numerator follows EN 1993-1-4 (2006) and EN 1993-1-12 (2007).  The values 𝑛𝑛� and 𝑛𝑛� are chosen 

based on the section type (CHS, RHS, or EHS) and loading pattern (constant moment or linearly varying 

moment). 

The concept of excess kurtosis over and above the reference bimodal kurtosis (which is related to 

thickness concentration at the bimodal points) gives us a parameter related to the wall thickness of the 

section. In essence, this simplifies the buckling of a hollow section to a single plate buckling problem. 

It is important to recognize that excess kurtosis has this theoretical basis, and is not merely a parameter 

that has a fortuitous relationship with rotation capacity. However, the parameter does not take into 

account the transverse curvature along the wall of the section, which must be accounted for by section 

shapes and aspect ratios. 

Error! Reference source not found. and Error! Reference source not found. summarize section 

slenderness and excess kurtosis values for a series of CHS and RHS. As section slenderness decreases, 

excess kurtosis increases, as does the rotation capacity. Also, as indicated above, sections with larger 

thickness have larger excess kurtosis values, provided other section properties are identical. However, 

a CHS of diameter 150 mm and wall thickness 2 mm gives an excess kurtosis of 365 x 10-6 whereas 

RHS of section depth 150 mm and same wall thickness gives excess kurtosis values of range around 

3500 to 6000 x 10-6. This dependence on shape and aspect ratio will become very evident in the ensuing 

analysis of data. 

Table 1 - Excess kurtosis value for typical CHS of different outer diameter and thickness. 

Outer diameter  
(D in mm) 

Wall thickness  
(t in mm) 

Section 
slenderness (D/t) 

Excess kurtosis 
(𝐾𝐾𝐾𝐾 − 𝐾𝐾𝐾𝐾� 𝑖𝑖𝑛𝑛 10��) 

300 2 150.0 0.09 
150 2 75.0 0.37 
150 4 37.5 1.50 
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Section breadth
(B in mm)

Section height 
(D in mm)

Wall thickness
 

(t in mm)
Section slenderness Excess kurtosis

( )B/t D/t

50 150 1.25 40.0 120.0 3.57

75 150 2.00 37.5 75.0 3.54

50 150 2.00 25.0 75.0 5.94
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Table 2: Excess kurtosis value for typical RHS of different section breadth, depth and thickness.
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Table 3: Summary of data sources used in the current study

Author(s) Year Section type Experiments / FEM No.  tests

Jiao & Zhao 2004 CHS 4-point bending test (4PB) 12 
   Pure bending test
Guo et al. 2013 CHS 4-point bending test 8
Elchalakani et al. 2002 CHS Pure bending test 12
Elchalakani et al. 2002 CHS Pure bending test 9
Kiyamaz 2005 CHS 4-point bending 8
Sedlacek et al. 1998 CHS 4-point bending 61
  RHS 3-point bending (only CHS) 18
Sherman 1976 CHS 4-point bending test Cantilever tests 28
Sherman 1986 CHS Constant moment tests
   Cantilever tests
Rasmussen & Hancock 1993 CHS 4-point bending 2
  RHS
Zheng et al. 2016 CHS 4-point bending 8
  RHS
Theofanous et al. 2009 EHS 3-point bending (3PB) 6
   FEM(3PB) 36
Chan & Gardner 2008 EHS 4-point bending 18
   3-point bending
Wilkinson & Hancock 1998 RHS 4-point bending 44
Korol & Hudoba 1972 RHS 4-point bending 22
Gardner et al. 2006 RHS 4-point bending 6
Zhou & Young 2005 RHS 4-point bending 15
Theofanous & Gardner 2010 RHS 3-point bending 8
   FEM (3PB) 36
Huang & Young 2013 RHS 4-point bending 10
   FEM (4PB) 125
Afshan & Gardner 2013 RHS 3-point bending 8
   4-point bending
Bock et al. 2015 RHS 3-point bending 9
   4-point bending
Theofanous et al. 2014 RHS 3-point bending 5
Zhao et al. 2015 RHS 4-point bending 5
Zhao et al. 2016 RHS 4-point bending 2
Zhao et al. 2016 RHS 4-point bending 2
Wang et al. 2016 RHS 3-point bending 22
   4-point bending 216
   FEM (3PB/4PB) 
Su et al. 2014 RHS 3-point bending 22
   4-point bending 128
   FEM (3PB/4PB) 
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MatERIaLS and MEthodS

Data collection

Experimental and FEM data were collected from 
published studies by various authors (see Table 3). The 
data collected include tests on CHS, RHS, and EHS under 
both constant and linearly varying moment conditions, 

and covers a range of geometrical parameters, yield 
strengths, and material types, as summarized in Table 4.

 The geometrical parameters are (i) slenderness ratios 
– i.e., D/t for CHS, B/t for RHS and ab/t2 for EHS; and 
(ii) aspect ratios – i.e., H/B for RHS and a/b for EHS. 
Here, D is the outer diameter of a CHS; H and B are the 
height and breadth of an RHS; a and b are the lengths of 

Table 4: Summary of ranges of geometrical parameters, yield strengths and materials covered in the data set.

Section  
type

Geometry 
parameter*

Parameter 
range

Yield strength 
(MPa)

Materials

CHS D/t 6.2–75 190–1,398 Steel (cold formed / hot rolled), stainless steel

RHS B/t 
H/B

3.6–61
1.0–6.0

139–813 Steel (cold formed/hot rolled)
stainless steel (austenitic, ferritic, duplex, cold 
worked and annealed), aluminium

EHS ab/t2 

a/b
83–655
1.0–2.0

317–441 Steel (hot rolled), stainless steel

* The corresponding dimensions are as shown in Figure 1.
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(MPa) Materials 

CHS D/t 6.2 – 75 190 - 1398 Steel (cold formed / hot rolled), 
stainless steel 

RHS B/t  3.6 – 61 139 - 813 

Steel (cold formed/hot rolled) 
stainless steel (austenitic, ferritic, 
duplex, cold worked and annealed), 
aluminium H/B 1.0 - 6.0 

EHS ab/t2  83 – 655 317 - 441 Steel (hot rolled), stainless steel 
a/b 1.0 - 2.0 

*The corresponding dimensions are as shown in Figure 1. 

 

 

 

Figure 1 - Dimensions of (i) circular hollow sections, (ii) elliptical hollow sections and (iii) rectangular 
hollow sections. 

 

Figure 1: Dimensions of (i) circular hollow sections, (ii) elliptical hollow sections and (iii) rectangular 
hollow sections.

the major and minor axes of an EHS; and t is the wall 
thickness (see Figure 1)
.
All the sources of FEM results above have used the 
ABAQUS software package and the S4R four node 
doubly curved shell element in their models. Residual 
stresses were not explicitly included and Theofanous 
et al. (2009) note that the yield strength values used 
may include this effect. Local geometric imperfections 
were incorporated in the FE models via the lowest elastic 
buckling mode shape obtained from linear eigenvalue 
buckling analysis with appropriate imperfection 
amplitudes.

The imperfection amplitudes used in the above models are 
summarized in Table 5. Wang et al. (2016), Theofanous 
et al. (2014) and Theofanous & Gardner (2010) have 
tested multiple imperfection amplitudes before selecting 
those noted in Table 5. 

 It was observed that the peak moment is not 
significantly influenced by the imperfections (i.e., 
mean errors of about 5% in comparison to experimental 
results) but the rotation capacity is. The amplitudes 
selected by Wang et al. (2016), Theofanous et al. 
(2009) and Theofanous & Gardner (2010) resulted in 
mean errors of -6%, + 10% and +12% respectively. 
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Huang & Young (2019) and Su et al. (2014) have not 
reported corresponding error values. Note that these are 
not necessarily the smallest average errors observed for 

rotation capacities in the respective studies, since the 
imperfection amplitudes had been selected to minimize 
the errors for the peak moments.

Author(s) Imperfection amplitude Notes

Wang et al. (2016) t/50

Theofanous et al. (2009) t/10

Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by Theofanous & 
Gardner (2010)

Huang & Young (2013) t/10 Average measured local imperfection was t/11

Su et al. (2014) 0.2 mm This is the average measured local imperfection

Table 5: Imperfection amplitudes used in FEM models referenced in this study
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Two different ways are used to define the rotation capacity. 
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𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 are bending 
curvatures corresponding to full plastic moment 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 and 
ultimate moment 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 while 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 and 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 are 
bending rotations corresponding to moment at onset of 
yield 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

, full plastic moment 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

, maximum moment 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 

Rotation Capacity 

Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 

plastic moment (𝑀𝑀�) and ultimate moment (𝑀𝑀�) while 𝜗𝜗�, 𝜗𝜗�, 𝜗𝜗��� and 𝜗𝜗� are bending rotations 

corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 

𝑅𝑅� = �

��
��

− 1 ,      𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚
��
��

− 1,       𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑚𝑚  
     (4) 

 and the ultimate moment 
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All the sources of FEM results above have used the ABAQUS software package and the S4R four node 

doubly curved shell element in their models. Residual stresses were not explicitly included and 

Theofanous et al. (2009) note that the yield strength values used may include this effect. Local 

geometric imperfections were incorporated in the FE models via the lowest elastic buckling mode shape 

obtained from linear eigenvalue buckling analysis with appropriate imperfection amplitudes. 

The imperfection amplitudes used in the above models are summarized in Table 5. Wang et al. (2016), 

Theofanous et al. (2014) and Theofanous & Gardner (2010) have tested multiple imperfection 

amplitudes before selecting those noted in Table 5.  

Table 5 - Imperfection amplitudes used in FEM models referenced in this study 

Author(s) Imperfection 
amplitude Notes 

Wang et al. (2016) t/50  
Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
 

It was observed that the peak moment is not significantly influenced by the imperfections (i.e., mean 

errors of about 5% in comparison to experimental results) but the rotation capacity is. The amplitudes 

selected by Wang et al. (2016), Theofanous et al. (2009) and Theofanous & Gardner (2010) resulted in 

mean errors of -6%, + 10% and +12% respectively. Huang & Young (2019) and Su et al. (2014) have 

not reported corresponding error values. Note that these are not necessarily the smallest average errors 

observed for rotation capacities in the respective studies, since the imperfection amplitudes had been 

selected to minimize the errors for the peak moments. 
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Two different ways are used to define the rotation capacity. The two definitions—𝑅𝑅�and 𝑅𝑅�—are as 

presented in equation 4 and equation 5, where 𝜅𝜅� and 𝜅𝜅�are bending curvatures corresponding to full 
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corresponding to moment at onset of yield (𝑀𝑀�), full plastic moment (𝑀𝑀�), maximum moment (𝑀𝑀���) 

and the ultimate moment (𝑀𝑀�) as shown in the moment-rotation (curvature) graph in Figure 2. 
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The equation 5 definition based on Sherman (1976) normalizes the plastic rotation by elastic rotation at 

first yield (𝜗𝜗�) as opposed to elastic rotation at full plastic moment (𝜗𝜗�) used in the equation 4 definition. 

Although the numerical values are comparable, the data presented using the equation 5 definition are 

omitted for the sake of data consistency. Furthermore, the equation 4 definition is superior in that the 

measurement is of the rotation while maintaining full plastic moment, which is consistent with the 

definition of Class 2 sections under section classification in EN 1993-1-1 (2005). 

 

RESULTS AND DISCUSSION 

Study of Experimental and FEM Data 

The behaviour of rotation capacity against normalized excess kurtosis for CHS, RHS, and EHS under 

linearly varying moment was studied (CHS - Figure 3, RHS -  

Figure 4, EHS - Figure 5). Data points considered are from experimental data, complemented by FEM 

data where available. 

Only experimental data were available for CHS while both experimental and FEM data were available 

for the study of RHS and EHS. Some experimental data were available from constant moment tests on 

EHS; however only four valid data points were available for the trendline and this was deemed too few 

for any reasonably conclusive study. As such this study is focused on linearly varying moment 
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Table 5 - Imperfection amplitudes used in FEM models referenced in this study 
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amplitude Notes 
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Theofanous et al. (2009) t/10  
Theofanous & Gardner (2010) 0.023(σ0.2/σcr)t Dawson and Walker solution as adapted by 

Theofanous & Gardner (2010) 
Huang & Young (2013) t/10 Average measured local imperfection was 

t/11 
Su et al. (2014) 0.2 mm This is the average measured local 

imperfection 
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anticipate a similar behaviour under the constant moment 
condition, as explained later.

For CHS, n1 = n2 = 2.2 was used and for RHS, 
n1 = n2 = 1.0.  The value for CHS is based on the semi-
empirical equation derived in the Appendix – under the 
selected value the rotation capacity vs normalized excess 
kurtosis relationship is insensitive to yield strength and 
modulus of elasticity. A similar semi-empirical equation 
for RHS gives a variable function for n1 and n2, but a 
constant value of unity is chosen for simplicity. This 
value gives the highest coefficient of correlation for the 
rotation capacity versus normalized excess kurtosis linear 
regression line. For EHS, n1 = n2 = 2.2 was borrowed 
from CHS since the semi-empirical equation cannot 
be derived, with no reliable base curve being available 
for EHS in the current literature. It is noted that using 
n1 = n2 = 1.0 —the value used for RHS—would result in 
the same general conclusions, albeit different slopes for 
excess kurtosis-rotation capacity relationship of EHS.

 The linear trendline was plotted using the data points, 
subject to the data qualification processes described in 
the following paragraphs. A robust least-squares fitting 
process with bisquare weights was used to minimize the 
effect of outliers.

 In both the experimental and FEM data sets there 
were several tests in which the sections did not reach 
the plastic moment capacity, and consequently a rotation 
capacity of zero was recorded. At the other extreme there 
were points where the full rotation capacity was not 
achieved due to limitations in the experimental set up: 
e.g., limits on loading and/or deflection measurements 
and/or limitations on the loading apparatus. The latter 
values are noted in the graphs with an upward arrow 
marker to indicate that the actual rotation capacities 
would be higher than the recorded value. Both these 
types of data are ignored in trendlines.

 It was also observed that rotation capacities (for both 
experimental and FEM data) start to drop from the linear 
trend at very high 
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It was also observed that rotation capacities (for both experimental and FEM data) start to drop from 

the linear trend at very high 𝐾𝐾𝐾𝐾� . These rotations could be low due to two reasons. At very high 𝐾𝐾𝐾𝐾� , very 

high rotation capacities are expected. This in turn means that deflections may no longer satisfy small 

deformation assumptions, thus invalidating curvature calculations. Furthermore, at higher deflections 

the ductility requirement of the material may have been exceeded, possibly leading to failure of material 

by reaching the ultimate strain. As such the data points beyond 𝐾𝐾𝐾𝐾� = 3 × 10�� in CHS and 

10 × 10�� in RHS are ignored in the trendlines. In any case these sections would be having rotation 

capacities well beyond the rotation capacity demands for common structural engineering applications, 

therefore having no impact on the usage of the simple linear relationship for the purpose of section 

classification. 
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Figure 3 -Rotation capacity vs normalized excess kurtosis of experimental data from linearly varying 
moment tests on CHS. The dashed line indicates the trendline. Markers with arrows indicate that tests 
stopped prematurely (i.e., full rotation capacity not achieved). 

 

For both RHS and EHS (Figures 4 and 5 respectively), experimental data were observed to be consistent 

with the FEM data even though the data came from multiple sources. FEM data were not available for 

comparison in CHS data. 

 

 

Figure 4 - Rotation capacity vs normalized excess kurtosis of experimental and FEM data from linearly 
varying moment tests on RHS. Dashed line indicates the linear trend of the combined data. Markers 
with arrows indicate tests stopped prematurely (i.e., full rotation capacity not achieved). 

Figure 3: Rotation capacity vs normalized excess kurtosis of 
experimental data from linearly varying moment tests on 
CHS. The dashed line indicates the trendline. Markers 
with arrows indicate that tests stopped prematurely (i.e., 
full rotation capacity not achieved).
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with arrows indicate tests stopped prematurely (i.e., full rotation capacity not achieved). Figure 4: Rotation capacity vs normalized excess kurtosis of 

experimental and FEM data from linearly varying moment 
tests on RHS. Dashed line indicates the linear trend of the 
combined data. Markers with arrows indicate tests stopped 
prematurely (i.e., full rotation capacity not achieved).
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Figure 5 - Rotation capacity vs normalized excess kurtosis of experimental and FEM data from linearly 
varying moment tests on EHS. Dashed line indicates the linear trend of the combined data. Markers 
with arrows indicate tests stopped prematurely (i.e., full rotation capacity not achieved). 

 

For all three section types studied, a monotonic trend was observed, with rotation capacity increasing 

as normalized excess kurtosis increases. At the same time, a considerable scatter is observed in the data. 

A primary reason for the scatter observed in the data is the geometrical imperfections in the members. 

The FE model by Theofanous et al. (2009) shows that omitting imperfections in the model would result 

in the overestimation of rotation capacity by 38% on average (compared to experimental results used 

for the verification of the corresponding FE model); and using the measured imperfections would 

underestimate the rotation capacity by 8%. Furthermore, individual errors in the range of 67% were 

observed.  

Still higher discrepancies were observed in experimental results even where the same nominal section 

of the same material was tested under the same loading systems. Guo et al. (2013) observed rotation 

capacities of 1.2, 1.6 and 3.2 for three CHS specimens of outer diameter 300 mm, thickness 2 mm and 

yield strength 190 MPa; and Sherman (1986) observed rotation capacities of 5.9 and 8 for two CHS 

specimens of outer diameter 458 mm, thickness 10.29 mm and yield strength 341 MPa. Similarly, 

Theofanous et al. (2009) observed rotation capacities of 2.28 and 4.59 for EHS sections of nominal 
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A significant number of such discrepancies were observed in RHS sections as well. Wilkinson and 

Hancock (1998) observed rotation capacities of 5.9 and 0 (failure before reaching plastic moment 

capacity) for two RHS specimens of breadth 25 mm, depth 75 mm, thickness 2 mm and yield strength 

467 MPa. They further report rotation capacities of 1.1, 1.2, 1.4 and 2.2 for a series of RHS specimens 

of breadth 50 mm, depth 150 mm, thickness 2.3 mm and yield strength 456 MPa. Zheng et al. (2016) 

report rotation capacities of 5.4 and >10.7 (no failure at termination of experiment) for a series of square 

Figure 5: Rotation capacity vs normalized excess kurtosis of 
experimental and FEM data from linearly varying moment 
tests on EHS. Dashed line indicates the linear trend of the 
combined data. Markers with arrows indicate tests stopped 
prematurely (i.e., full rotation capacity not achieved).
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For both RHS and EHS (Figures 4 and 5 respectively), 
experimental data were observed to be consistent with 
the FEM data even though the data came from multiple 
sources. FEM data were not available for comparison in 
CHS data.

 For all three section types studied, a monotonic 
trend was observed, with rotation capacity increasing as 
normalized excess kurtosis increases. At the same time, a 
considerable scatter is observed in the data.

 A primary reason for the scatter observed in the 
data is the geometrical imperfections in the members. 
The FE model by Theofanous et al. (2009) shows that 
omitting imperfections in the model would result in 
the overestimation of rotation capacity by 38% on 
average (compared to experimental results used for the 
verification of the corresponding FE model); and using 
the measured imperfections would underestimate the 
rotation capacity by 8%. Furthermore, individual errors 
in the range of 67% were observed. 

 Still higher discrepancies were observed in 
experimental results even where the same nominal 
section of the same material was tested under the same 
loading systems. Guo et al. (2013) observed rotation 
capacities of 1.2, 1.6 and 3.2 for three CHS specimens 
of outer diameter 300 mm, thickness 2 mm and yield 
strength 190 MPa; and Sherman (1986) observed rotation 
capacities of 5.9 and 8 for two CHS specimens of outer 
diameter 458 mm, thickness 10.29 mm and yield strength 
341 MPa. Similarly, Theofanous et al. (2009) observed 
rotation capacities of 2.28 and 4.59 for EHS sections 
of nominal major and minor axes 121 mm and 76 mm, 
thickness 2 mm and yield strength 380 MPa. 

 A significant number of such discrepancies were 
observed in RHS sections as well. Wilkinson and Hancock 
(1998) observed rotation capacities of 5.9 and 0 (failure 
before reaching plastic moment capacity) for two RHS 
specimens of breadth 25 mm, depth 75 mm, thickness 
2 mm and yield strength 467 MPa. They further report 

rotation capacities of 1.1, 1.2, 1.4 and 2.2 for a series 
of RHS specimens of breadth 50 mm, depth 150 mm, 
thickness 2.3 mm and yield strength 456 MPa. Zheng 
et al. (2016) report rotation capacities of 5.4 and >10.7 
(no failure at termination of experiment) for a series of 
square hollow section (SHS) specimens of breadth and 
depth of 100 mm, thickness 3 mm and yield strength 408 
MPa. The above are only a sample of individual data 
points that show the inherent scatter of the data and they 
are most likely due to the geometrical imperfections in 
the beams tested.

 Another minor reason for the scatter is the 
experimental procedures followed. The data are collected 
from experiments conducted with varying facilities, 
equipment, procedures, and personnel. As such we 
should give due recognition to the fact that there is the 
possibility of inconsistencies between some data sets. 
Attempts to account for all minor discrepancies will lose 
the generality of possible conclusions. As mentioned 
earlier a robust least square fitting with bisquare weights 
was used to allow for these outliers.

 The same data set was considered to study the 
relationship between the rotation capacity and the 
section slenderness as defined in EN 1993-1-1 (2005). 
We have compared the corresponding R-squared values 
under a linear regression with bisquare robust fitting 
(see Table 6) and found that excess kurtosis fits better 
to a linear relationship with rotation capacity. Note that 
rotation capacity increases monotonically with excess 
kurtosis while decreasing monotonically with section 
slenderness.

 Since there are two section slenderness parameters for 
RHS – for the web and flange – the critical slenderness 
was considered. The critical slenderness was determined 
based on the section slenderness as a fraction of the 
corresponding upper class 2 limit on section slenderness, 
as given in EN 1993-1-1 (2005) – i.e., 83ε and 38ε for 
web and flange respectively.

Rotation capacity against

Section slenderness Excess kurtosis

CHS (experimental) 0.397 0.782

RHS (experimental and FEM) 0.613 0.756

Table 6: Comparison of R-squared values for (i) rotation capacity vs 
section slenderness and (ii) rotation capacity vs excess kurtosis 
relationships, for linear regression with bisquare robust fitting
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Nominal D/B D/B range Number of data points Gradient r2

0.714 0.714 7 2.16 0.6312

1.00 0.8–1.0 55 2.34 0.7331

1.50 1.25–1.5 13 1.94 0.8691

2.00 2.0 30 1.27 0.9546

2.50 2.4–2.6 21 1.16 0.9151

Table 7: Gradients of rotation capacity vs normalized excessive kurtosis for major axis 
bending of RHS under varying D/B ranges.
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compared to 1.27 to 1.94 in RHS, for a change in aspect ratio from 2.0 to 1.5. Furthermore, there is no 

discernible effect due to axis of bending (Figure 6). Note that Figure 6 includes both major and minor 

axis bending, with symbols enclosed in a loop indicating bending about major axis. 

 
Figure 6- Rotation capacity of EHS under linearly varying moment condition, from experimental and 
FEM data, differentiated based on aspect ratio. A circle around data point marker indicates bending 
about major axis. 

The above collation of data—both experimental and FEM—on CHS, RHS and EHS, based on multiple 

aspect ratios, leads to an interesting observation, where in essence EHS can be thought of as an 

intermediate state between RHS and CHS – see Figure 7 for the linearly varying moment condition. 

Note that the RHS slope is based on all the data in  

Figure 4, but disaggregated in Table 7. Because slopes are obtained by bisquare fitting the overall RHS 

slope in Figure 7 does not fall within the slopes in Table 7, but is similar in magnitude. 

Figure 6: Rotation capacity of EHS under linearly varying moment condition, from 
experimental and FEM data, differentiated based on aspect ratio. A circle 
around data point marker indicates bending about major axis.
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The above observations (clearly visible in Figure 7) counter the claims for using a single equivalent 

RHS or equivalent CHS approach for the classification of EHS, and shows that the EHS behaviour 

varies between CHS and RHS as the aspect ratio changes; an aspect ratio closer to 1 indicates more 

CHS-like behaviour while an aspect ratio closer to 0.0 or infinity (or practically < 0.5 or > 2.0) indicates 

more RHS like behaviour. Interestingly, most of the data used by Haque et al. (2012) to validate the 

equivalent RHS behaviour are of aspect ratio of 2.0 (or 0.5). 

It is obvious that minor and major axis lengths (a and b) for an equivalent CHS are equal to unity (1.0), 

but this is less clear for an equivalent RHS. Note that the values of aspect ratio act as indicators of 

transverse curvature along the wall of the hollow section. As such we can consider an RHS having a 

very large breadth to be having an infinitely long horizontal axis – see Figure 1(iii), where the top and 

bottom flanges will become virtually a single plate with zero curvature. By a similar argument the RHS 

having a very large height can be considered as having an infinitely long vertical axis and webs once 

again with zero curvature. 

We have noted early on that excess kurtosis does not take into account the effect of geometric transverse 

curvature of the wall of the hollow section. It is now evident that aspect ratio based on minor and major 

Figure 7: Trend lines observed from data (both experimental and FEM) for CHS, 
EHS and RHS under linearly varying moment conditions.
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Effect of aspect ratio and axis of bending on rotation 
capacity

Examination of data for RHS show an ordering of the 
gradient when grouped based on the aspect ratio (D/B) 
(see Table 7). Under major axis bending RHS sections 
show decreasing gradient with increasing aspect ratio. 
(from D/B = 1.0 to 2.5). There is also a slight decrease in 
gradient from D/B = 1.0 to 0.714, indicating that gradient 
decreases as D/B moves away (in either direction) from 
unity. This is reflected in the EHS data below too.

 Experimental and FEM data of EHS display a much 
more obvious ordering and significant change in gradient 
when grouped based on aspect ratio, with a change of 
gradient from 2.28 to 6.42 in EHS as compared to 1.27 to 
1.94 in RHS, for a change in aspect ratio from 2.0 to 1.5. 
Furthermore, there is no discernible effect due to axis 
of bending (Figure 6). Note that Figure 6 includes both 
major and minor axis bending, with symbols enclosed in 
a loop indicating bending about major axis.

 The above collation of data—both experimental 
and FEM—on CHS, RHS and EHS, based on multiple 
aspect ratios, leads to an interesting observation, where 
in essence EHS can be thought of as an intermediate state 
between RHS and CHS – see Figure 7 for the linearly 
varying moment condition. Note that the RHS slope is 
based on all the data in Figure 4, but disaggregated in 
Table 7. Because slopes are obtained by bisquare fitting 
the overall RHS slope in Figures 4 and 7 does not fall 
within the slopes in Table 7, but is similar in magnitude.

 The above observations (clearly visible in Figure 7) 
counter the claims for using a single equivalent RHS or 
equivalent CHS approach for the classification of EHS, 
and shows that the EHS behaviour varies between CHS 
and RHS as the aspect ratio changes; an aspect ratio 
closer to 1 indicates more CHS-like behaviour while an 
aspect ratio closer to 0.0 or infinity (or practically < 0.5 or 
> 2.0) indicates more RHS like behaviour. Interestingly, 
most of the data used by Haque et al. (2012) to validate 
the equivalent RHS behaviour are of aspect ratio of 2.0 
(or 0.5).

 It is obvious that minor and major axis lengths 
(a and b) for an equivalent CHS are equal to unity (1.0), 
but this is less clear for an equivalent RHS. Note that 
the values of aspect ratio act as indicators of transverse 
curvature along the wall of the hollow section. As such 
we can consider an RHS having a very large breadth 
to be having an infinitely long horizontal axis – see 
Figure 1(iii), where the top and bottom flanges will 

become virtually a single plate with zero curvature. By a 
similar argument the RHS having a very large height can 
be considered as having an infinitely long vertical axis 
and webs once again with zero curvature.

 We have noted early on that excess kurtosis does 
not take into account the effect of geometric transverse 
curvature of the wall of the hollow section. It is now 
evident that aspect ratio based on minor and major 
axis length accounts for the transverse curvature along 
the wall of the hollow section. Circular sections have 
the greatest curvatures followed by elliptical sections, 
with that of rectangular sections approaching zero. As 
curvatures decrease the slopes in Figure 7 also decrease.
Based on Figure 7 we can say that EHS with aspect ratios 
closer to unity (0.67 < a/b <  1.5) should be classified 
based on an equivalent diameter approach, and those 
with aspect ratios further from unity (a/b < 0.5 and a/b 
> 2.0) based on an equivalent RHS approach. The actual 
normalized excess kurtosis limits for classification of 
hollow sections (from CHS to RHS, through EHS) can 
be based on Figure 7. For this, an appropriate confidence 
line (where, say 95%, of all values lie above the line) can 
be used, instead of the average trend line used here for 
identifying the distinctions across the types of sections. 

 We only present and discuss the behaviour under 
the linearly varying moment condition due to limited 
availability of data – EHS data for constant moment 
conditions were available for only one aspect ratio. We 
have observed however similar patterns with the constant 
moment condition for CHS and RHS, with constant 
moment conditions giving a higher rotation capacity 
than the linearly varying moment condition, for a given 
normalized excess kurtosis. 

Excess kurtosis vs slenderness ratio

Slenderness is the currently used parameter in design 
codes to relate rotation capacity with section geometry. 
This relationship is such that if the section slenderness 
is smaller than a given value then the rotation capacity 
is sufficient for a plastic analysis to be carried out. The 
value of this ‘sufficient rotation capacity’ is not clear, but 
suggested values can be inferred from Korol & Hudoba 
(1972).

 The slenderness parameter and the limiting 
slenderness value are different for different section types 
– e.g., c/t for each plate in RHS with (33√235/fy) as the 
limit for parts in compression only and D/t for CHS 
with (50 × 235/fy) as the limit (EN 1993-1-1: 2005). 
Furthermore, Jiao & Zhao (2004) note that, even 
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Figure 8: Rotation capacity vs normalized excess kurtosis of experimental data from 
constant moment tests on CHS. Markers with arrows indicate tests stopped 
prematurely (i.e., full rotation capacity not achieved).
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buckling problem, while the different slopes in Figure 7 account for the curvature of the plate in the 

transverse direction. 
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rotation capacity of a hollow section. We have so far presented data under the varying moment 

condition. Figure 8 presents the behaviour of rotation capacity against normalized excess kurtosis under 

the constant moment condition. Experimental data for CHS indicate a higher rotation capacity under 

linearly varying moment (Figure 3) than under constant moment conditions (Figure 8).  

 
Figure 8- Rotation capacity vs normalized excess kurtosis of experimental data from constant 
moment tests on CHS. Markers with arrows indicate tests stopped prematurely (i.e., full rotation 
capacity not achieved). 

 

Most of our data and analysis are for the varying moment condition (e.g., Figure 3 for CHS). Figure 8 

however, allows this to be compared with the behaviour under a constant moment condition. The 

trendlines from the experimental data for CHS indicate a higher rotation capacity under linearly varying 

moment (Figure 3) than under constant moment conditions (Figure 8), at higher normalized excess 

Kurtosis values (say Kt > 1x10-3), and vice versa at lower values. 

CONCLUSION 

In this study, a novel section parameter termed normalized excess kurtosis of a hollow section has been 

derived. It is inspired by a parameter of similar name in the field of statistics and is a measure of the 

wall thickness of hollow sections. It demonstrates a linear relationship with the rotation capacity of the 

section, hence giving a simple method to estimate rotation capacity of circular hollow sections (CHS), 

rectangular/square hollow sections (RHS) and elliptical/oval hollow sections (EHS). 

Given a CHS, an RHS, and an EHS having the same normalized excess kurtosis, the CHS, which has 

the highest transverse curvature (i.e., a section aspect ratio of 1.0) will have the largest rotation capacity; 

RHS, with the smallest transverse curvature (i.e., having an aspect ratio tending to infinity) the smallest 

after normalizing for material strength, the relevant 
slenderness limit for very high strength steel (fy = 1350 
MPa) is different from that for normal strength steel (fy = 
350–450 MPa).

 Although both slenderness ratio and excess kurtosis 
can be used to determine a continuous relationship 
between rotation capacity and section geometry, the latter 
is superior as it (i) uses a common equation for CHS, 
RHS and EHS sections and (ii) gives the same rotation 
capacity value regardless of the material strength (e.g., 
valid for both very high strength and normal strength 
steel).

The rotation capacity of sections, within the range of 
geometry in commonly used CHS and RHS sections, 
is influenced by local buckling. As such, using section 
slenderness to relate to rotation capacity is intuitive 
(since we use member slenderness to relate to overall 
buckling). However, although not immediately obvious, 
the excess kurtosis of a section is a measure of the wall 
thickness of hollow sections, as stated early on. Use of 
excess kurtosis simplifies the rotation capacity problem 
to a plate buckling problem, while the different slopes 
in Figure 7 account for the curvature of the plate in the 
transverse direction.

Effect of loading system

We have so far presented data under the varying moment 
condition. Figure 8 presents the behaviour of rotation 
capacity against normalized excess kurtosis under the 
constant moment condition. Experimental data for 
CHS indicate a higher rotation capacity under linearly 
varying moment (Figure 3) than under constant moment 
conditions (Figure 8). 

 Most of our data and analysis are for the varying 
moment condition (e.g., Figure 3 for CHS). Figure 8 
however, allows this to be compared with the behaviour 
under a constant moment condition. The trendlines from 
the experimental data for CHS indicate a higher rotation 
capacity under linearly varying moment (Figure 3) than 
under constant moment conditions (Figure 8), at higher 
normalized excess Kurtosis values (say > 1x10-3), and 
vice versa at lower values.

concLuSIon

In this study, a novel section parameter termed normalized 
excess kurtosis of a hollow section has been derived. It 
is inspired by a parameter of similar name in the field of 
statistics and is a measure of the wall thickness of hollow 
sections. It demonstrates a linear relationship with the 
rotation capacity of the section, hence giving a simple 
method to estimate rotation capacity of circular hollow 
sections (CHS), rectangular/square hollow sections 
(RHS) and elliptical/oval hollow sections (EHS).

 Given a CHS, an RHS, and an EHS having the same 
normalized excess kurtosis, the CHS, which has the 
highest transverse curvature (i.e., a section aspect ratio of 
1.0) will have the largest rotation capacity; RHS, with the 
smallest transverse curvature (i.e., having an aspect ratio 
tending to infinity) the smallest rotation capacity; and 
EHS, with an intermediate curvature, a rotation capacity 
between that of the CHS and the RHS. 
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It is observed that EHS presents a CHS–like behaviour 
at aspect ratios (a/b) closer to 1.0 and an RHS-like 
behaviour at high (say >2.0) or low (say < 0.5) aspect 
ratios. Thus, the equivalent RHS or equivalent CHS 
approaches can be appropriately applied to EHS, for use 
in plastic analysis.
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The mid span deflection is related to bending curvature 
(κ) using equation (S4) assuming a uniform curvature 
along the beam. However this is strictly applicable 
only to a constant moment condition. Note that this 
assumption overstates the rotation under linearly varying 
moment conditions, where the rotation is localised due to 
the moment gradient. 
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The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  
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The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 
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Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 ...(S4)

The resulting elastic curvature at full plastic moment 

22 
 

The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  

𝜅𝜅 =  �
�

=  ��
������         (S4) 

The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 

𝜅𝜅� = ������

�����
�

�(���)�
         (S5) 

𝜅𝜅��� =  �������

�������
�

�(��)�
         (S6) 

The resulting rotation capacity is; 

𝑅𝑅� = ����
��

− 1 =  ���

��

��������
�

�(��)��

��������
�

�(��)��
− 1      (S7)  

Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 and at maximum moment 

22 
 

The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  

𝜅𝜅 =  �
�

=  ��
������         (S4) 

The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 

𝜅𝜅� = ������

�����
�

�(���)�
         (S5) 

𝜅𝜅��� =  �������

�������
�

�(��)�
         (S6) 

The resulting rotation capacity is; 

𝑅𝑅� = ����
��

− 1 =  ���

��

��������
�

�(��)��

��������
�

�(��)��
− 1      (S7)  

Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 can be formed 
as;
   
   

22 
 

The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  

𝜅𝜅 =  �
�

=  ��
������         (S4) 

The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 

𝜅𝜅� = ������

�����
�

�(���)�
         (S5) 

𝜅𝜅��� =  �������

�������
�

�(��)�
         (S6) 

The resulting rotation capacity is; 

𝑅𝑅� = ����
��

− 1 =  ���

��

��������
�

�(��)��

��������
�

�(��)��
− 1      (S7)  

Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 ...(S5)
   
   

22 
 

The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  

𝜅𝜅 =  �
�

=  ��
������         (S4) 

The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 

𝜅𝜅� = ������

�����
�

�(���)�
         (S5) 

𝜅𝜅��� =  �������

�������
�

�(��)�
         (S6) 

The resulting rotation capacity is; 

𝑅𝑅� = ����
��

− 1 =  ���

��

��������
�

�(��)��

��������
�

�(��)��
− 1      (S7)  

Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 (S6)

The resulting rotation capacity is;

22 
 

The mid span deflection is related to bending curvature (𝜅𝜅) using equation (S4) assuming a uniform 
curvature along the beam. However this is strictly applicable only to a constant moment condition. Note 
that this assumption overstates the rotation under linearly varying moment conditions, where the 
rotation is localised due to the moment gradient.  

𝜅𝜅 =  �
�

=  ��
������         (S4) 

The resulting elastic curvature at full plastic moment (𝜅𝜅�) and at maximum moment (𝜅𝜅���) can be 
formed as; 

𝜅𝜅� = ������

�����
�

�(���)�
         (S5) 

𝜅𝜅��� =  �������

�������
�

�(��)�
         (S6) 

The resulting rotation capacity is; 

𝑅𝑅� = ����
��

− 1 =  ���

��

��������
�

�(��)��

��������
�

�(��)��
− 1      (S7)  

Note that the equation S7 gives rotation capacity only up to the maximum moment (see Figure A.1); 
the post buckling behaviour is not accounted for. Such behaviour will depend on the collapse 
mechanisms formed and this in turn would depend on the section type. 

 

Appendix References 
Buchanan C., Gardner L. & Liew A. (2016). The continuous strength method for the design of circular 
hollow sections. Journal of Constructional Steel Research 118: 207–216. 
DOI: https://doi.org/10.1016/j.jcsr.2015.11.006  
  
 

 

 ...(S7) 

 Note that the equation S7 gives rotation capacity only 
up to the maximum moment (see Figure A.1); the post 
buckling behaviour is not accounted for. Such behaviour 
will depend on the collapse mechanisms formed and this 
in turn would depend on the section type.
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Figure A.1: (a) M/EI diagram within elastic material response, 
(b) strain plot beyond elastic limit, and (c) deflection 
pattern, under 3 point bending resulting in linearly 
varying moment in the mid-span.
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Abstract: The anthurium is a popular cut flower worldwide 
having red, pink, coral, white, green, or brown spathes. There 
is a constant demand for new flower colours in the commercial 
market. Flower colour in plants is mainly determined by 
anthocyanins. Understanding anthocyanin variation and other 
factors affecting anthurium spathe colour is important for 
genetic engineering approaches. Therefore, our objectives 
were to assess the factors affecting colour variation of selected 
commercially available cut flower anthuriums and to determine 
the associated regulatory networks and transcription factors 
(TFs). Nineteen commercial cut flower anthurium cultivars 
were selected for this purpose. The colour of the spathe 
surface, anthocyanin location, anthocyanidin type and vacuolar 
pH were recorded. Anthocyanin associated Gene Network 
Model generation and analysis were carried out. The CIELAB 
colourimeter procedure indicated the colour variation among 
the selected 19 cultivars in terms of colour type, colour intensity, 
chroma, and hue angle. The location of anthocyanin was limited 
to mesophyll and epidermal cells. Cyanidin was detected in 
tested anthurium cultivars as the main anthocyanidin. The pH 
gradient in pigment extracts indicated a variation with a range 
of 4.6 to 4.94. The gene pathways of anthocyanin biosynthesis 
and transport were associated with that of the vacuolar pH/H+ 
pump according to Gene Network Model. Three pathways were 
regulated by an R2R3-MYB transcription factor. Although, 
cyanidin was the only pigment in all the tested cultivars, 
different pH levels by R2R3-MYB regulated V-H+ synthase was 
suggested to be the cause of the high colour variation in addition 
to the anthocyanidin type and location. Our results indicate 
the application of R2R3-MYB transcription factor genes for 

desirable vacuolar pH maintenance in genetic engineering of 
the blue anthurium in the future.

Keywords: Anthocyanidin, anthurium, gene pathways, spathe 
colour, R2R3-MYB transcription factor, vacuolar pH.

IntRoductIon

The spathe of the anthurium, Anthurium andraeanum 
(Hort) is important as a cut flower. Introduction of 
interspecific hybrids had contributed to a significant 
increase in anthurium production in the world 
(Kamemoto & Sheffer, 1978; Kamemoto & Kuehnle, 
1997; Henny, 1999; Elibox & Umaharan, 2008). Red, 
green, orange, purple, and white are the common 
spathe colours of commercial varieties (Jayaprada & 
Geekiyanage, 2017).  There is a constant global demand 
for novel spathe colours (Puchooa, 2005). The genetic 
basis of spathe colour is determined by two major 
genes named M and O in conventional breeding. The 
O gene confers recessive epistatis over M; thus red/
pink spathes result due to MmOo, MmOO, MMOo, and 
MMOO genotypes.  Orange-Coral spathes are by mmOo 
and mmOO genotypes, and mmoo, Mmoo, and MMoo 
produce white-spathed phenotypes (Gopaulchan et al., 
2014). In addition, several other factors influence the 
colour variation and understanding the factors leading to 
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variation in spathe colour is of great importance in the 
breeding of new commercial cultivars in the future. 

 Colours of plants are determined by pigments such 
as chlorophylls, aurones, anthocyanins, carotenoids, and 
betalains. The major pigment in the spathe of anthurium 
is anthocyanin which is a product of the flavonoid 
biosynthesis pathway (Osorio-Guarín et al., 2021). 
Anthocyanidins are aglycone products of anthocyanins. 
The anthocyanin biosynthesis pathway is conserved 
among plants. It has been intensively studied, and the 
main anthocyanidins, pelagonidin-3-glucoside, cyanidin-
3-glucoside, and delphinidin-3-glucoside, which are 
responsible for the colour variation, are already established 
(Holton & Cornish, 1995; Morita & Hoshino, 2018; 
Saigo et al., 2020). The early steps of the anthocyanin 
biosynthesis pathway are catalyzed by structural genes 
for the enzymes chalcone synthase, chalcone isomerase, 
and flavanone-3-hydroxylase, whereas the later steps 
are mediated by the structural genes of dihydroflavonol-
4-reductase, anthocyanin synthase, and flavonoid-
3-O-glucosyltransferase (3GT). In higher plants, the 
anthocyanin biosynthesis pathway is reportedly regulated 
by an MBW complex comprising transcription factors 
of MYB, basic helix-loop-helix (bHLH) domains and 
W40D repeats (Gonzalez et al., 2008; Albert et al., 2014). 
Among them, MYB transcription factors which are the 
v-myb avian myeloblastosis viral oncogene homologue 
proteins, play a major role in the regulatory network of 
anthocyanin biosynthesis (Yan et al., 2021). According 
to Kobayashi et al. (2002), the UDP glucose flavonoid-
3-O-glucosyltransferase (UFGT) gene in anthocyanin 
pathway is up-regulated by the VlmybA2 gene from 
grape. Geekiyanage et al. (2007) and Geekiyanage 
(2010), reported that VlmybA genes could induce dark 
brown seed coats in transgenic tobacco and Arabidopsis 
in addition to the intense purple pigmentation, in leaves 
and flowers, suggesting that VlmybA genes not only 
regulated the UFGT gene for anthocyanidins but also the 
genes for proanthocyanidin in seed coat.  

 The displayed colour depends not only on the pigment 
present, but also on several factors including vacuolar 
pH (Rodríguez et al., 2020) and the location of pigment 
(Chen et al., 2019). Vacuolar pH had been considered as 
a major factor in studies to change the flower colour of 
floricultural crops such as hydrangea, petunia, morning 
glory, orchids, and roses (Noda, 2018; Okitsu et al., 
2018; Sangeetha Priya, 2020). In petunia, the inheritance 
of flower colour is attributed to the combined effect of 
anthocyanidin pigmentation and vacuolar pH (Berardi 
et al, 2021). In morning glory, flower colour varies from 

reddish purple buds to blue flowers with an increase 
in vacuolar pH from 6.6 to 7.7 (Morita & Hoshino, 
2018). The wide variation of spathe colour among many 
commercially available cultivars of anthurium has not 
been completely explained.

 The objectives of the study were to characterize 
selected anthurium cultivars in terms of spathe colour, 
vacuolar pH, location of pigments on spathe and pigment 
type, and to determine the effects of pH regulatory 
genes on the anthocyanin biosynthesis pathway through 
Gene Network Models. Therefore, we selected nineteen 
anthurium cultivars of different colours and checked 
the effects of pH increase externally on pigment colour 
in vitro. Secondly, types of anthocyanidins in selected 
Anthurium andraeanum accessions were determined. 
Finally, associated gene pathways were extracted to 
justify the influence of the above factors on colour 
variations and to decipher the most influential genes 
through Gene Network Models.

MatERIaLS and MEthodS 

Materials

Paradise, Maxima, Tulip Summer, Sharren, Maxima 
Erigancia, Flabia, Losa green, Eternum, Tropic Night, 
Maxima, Sabia, T. Sopink, Maxima Berdin, Karisht, 
T. Arura Pink, and Torenda cultivars with colourful 
spathes and Wind, Okinawa, Kisstouche, and Maxima 
Berdin cultivars with green spathes were selected for 
the study (Figure 1). These cultivars are cut flower 
anthuriums, which are commercially available in Japan. 
The study was carried out in the Faculty of Agriculture, 
Kagawa University, Japan and the Department of 
Agricultural Biology, Faculty of Agriculture, University 
of Ruhuna, Sri Lanka.

Colour assessment of spathe surfaces

Nineteen anthurium cultivars were subjected to colour 
assessment of spathe surfaces.  The lightness (L*) and 
chromatic components a* and b* of CIELAB standards 
of the spathe were measured by a colourimeter (NR-12B; 
Nippon Denshoku Industries Co., Ltd., Tokyo, Japan). 
The L* represents the degree of darkness and brightness, 
a* represents the degree of green and red, and b* 
represents the degree of blue and yellow. In the CIELAB, 
the colour coordinates C* and H* were calculated based on 
the following equations: C* = (a*2+b*2) 1/2 and H*= tan-1 
(b*/a*), according to Punangkrit et al. (2018). 
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Observation of pigment locations in the spathe 

Wind, Kissotouch, Maxima, Berdin, Paradise, Sabia, 
Sharren, Losa Green, Eternum, Torenda, Karishth, Tropic 
Night, and Flabia cultivars were selected to represent 
the total colour variation. Pieces of 0.5 cm × 0.5 cm 
from the middle of the spathe were dipped in 5% agar 
longitudinally. Spathe pieces were picked with agar 
using a scalpel. The pieces were put in the micro slicer. 
The thickness of a longitudinal cross section was 125 
µm. The longitudinal cross sections were observed under 
an enhanced light microscope (Olympus, Japan) to locate 
the pigments on the spathe.

Sample preparation for high performance liquid 
chromatography (HPLC)

Paradise, Maxima, Tulip Summer, Sharren, Maxima 
Erigancia, Flabia, Losa green, Eternum, Tropic Night, 
Maxima, Sabia, T. Sopink, Maxima Berdin, Karisht, 
T. Arura Pink, and Torenda cultivars with colourful 
spathes were selected for the analysis. Green colour 
cultivars of Wind, Okinawa, Kisstouche, and Maxima 
Berdin with chlorophyll were not used for the analysis. 
Five grams from each sample were placed in a test tube. 
Five milliliters of 5% formic acid in methanol (v/v) 
were added to each sample. The extraction solution was 
filtered, and used for HPLC analysis. 

Confirmation of the presence of anthocyanidins

The filtered spathe extract was injected into HPLC, 
in which chromatograms were developed with two 
LC-20AT pumps (Shimadzu Co. Ltd., Japan), a CTO-
10ASvp column oven (Shimadzu Co. Ltd., Japan) 
equipped with ODS-3 columns (3.0 mm I.D. × 50 mm 
+ 3.0 mm I.D. × 250 mm; GL Science Co. Ltd., Japan) 
and an SPD-10MAvp detector (Shimadzu Co. Ltd.) set 
at 530 nm. The column temperature was maintained at 
400C. A linear gradient elution for 40 min from 25 to 85% 
solvent B (0.1% trifluoroacetic acid, 20% acetic acid 
(CH3COOH) and 25% CH3CN in H2O, v/v) in solvent 
A (0.1 % trifluoroacetic acid in H2O, v/v) was employed 
as the solvent system, and the flow rate of 0.4 mL/s was 
maintained.

Acid hydrolysis of anthocyanidin extracts

For the identification of anthocyanidin type, the same 
amount of 6 M hydrochloric acid was added to the above 
spathe extract, and the mixture hydrolysed for 120 min 
at 90 0C. The acid hydrolysates were passed through a 
membrane filter and applied to a Sep-Pak C18 cartridge 
(Waters). Aglycones (anthocyanidins) trapped on the 
cartridge were washed with distilled water to eliminate 
the water-soluble hydrophilic contaminants, and then 
eluted with small amounts of 5% formic acid (HCOOH) 
methanolic solution. 

Identification of the anthocyanidin type

The filtered elutes were injected into HPLC, in which 
chromatograms were developed with two LC-20AT 

Figure 1: The commercially available anthurium cultivars collected 
from Japan for the pigment analysis. (a) Wind, (b) Paradise, 
(c) Okinawa, (d) Maxima, (e) Tulip Summer, (f) Sharren, 
(g) Maxima Erigancia, (h) Flabia, (i) Losa green, 
(j) Eternum, (k) Kisstouche, (l) Torenda, (m) Maxima, 
(n) Sabia, (o) T. Sopink, (p) Maxima Berdin, (q) Karishth, 
(r) T. Arura Pink, (s) Tropic Night
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pumps (Shimadzu Co. Ltd.), a CTO-10ASvp column 
oven (Shimadzu Co. Ltd.) equipped with Cosmosil 
5C18 AR-2 columns (4.6 mm I.D. × 50 mm + 4.6 mm 
I.D. × 250 mm; Nakarai Tesque Co. Ltd., Japan) and an 
SPD-M10Avp detector (Shimadzu Co. Ltd.).The column 
temperature was maintained at 40 0C. A mixed solvent of 
45% solvent A (1.5% H3PO4 in H2O, v/v) and 55% solvent 
B (1.5% H3PO4, 20% Acetic Acid (CH3COOH) and 25% 
CH3CN in H2O, v/v) was employed, and a flow rate of 1.0 
mL/s was maintained. The retention time of each peak of 
each accession was compared with the chromatograms of 
the standards. As the standards, Cyanidin, Pelargonidin, 
and Delphinidin were used.

Measurement of vacuolar pH of spathe samples

Five grams of spathe samples were crushed using mortar 
and pestle. The crushed sample was dipped in 5 mL of 
distilled water overnight. The pH was measured in the 
final extract. The pH of pigment extract in distilled 
water was assumed to be representing the vacuolar pH 
(Verweij et al., 2008). 

Adjustment of the pH of the pigment extract

Five grams of spathe pieces were dipped in 5 mL 
of glacial acetic acid overnight for total pigment 
extraction of the spathe. In order to assess the colour 
change with increased pH, the pH of the glacial acetic 
acid extracts was increased by adding 10 M NaOH. After 
the establishment of the reaction, the pH was measured. 
The change in colour in contrast to the control was 
observed and recorded.

Gene network model generation 

Information on genes involved in anthocyanin 
biosynthesis, trafficking, and vacuolar pH regulation 
was collected from KEGG (https://www.genome.jp/kegg/
pathway.html), and STRING (https://string-db.org/) 
databases and from the literature. The network table 
files were created. Network data were imported into the 
Cytoscape interface. Interaction parameters were defined 
by specifying columns of data containing the Source 
Interaction, Target Interaction, and Interaction Type. 
Network models were generated using Cytoscape 3.8. In 
the generated network, nodes (or vertices) represented 

enzyme genes, while edges represented relationships 
of interactions. The generated network was analysed 
to decipher gene interactions. Key transcription factors 
involved were identified.

RESuLtS and dIScuSSIon

Insignificant influence of anthocyanidin type on 
anthurium spathe colour variation

The nineteen anthurium cut flower cultivars selected 
had a significant variation in terms of colour intensity, 
Chroma (C*) and hue angle (H*). According to the 
CIELAB procedure of colour measurement “L*” with 
a lower number (0-50) indicates darkness, and a higher 
number (51-100) indicates brightness. The “a” scale 
indicates the state of green versus red where a positive 
number indicates red and a negative number indicates 
green. Moreover, the “b” scale indicates the state of blue 
versus yellow where a positive number indicates yellow, 
and a negative number indicates blue. The “C*” and 
“H*” describe chroma and the hue angle respectively. 
The hue angle describes the relative amounts of redness 
and purpleness where a value around 240 represents blue 
and a value around 300 represents purple. The purple 
colour cultivar “Flabia” had a hue angle of around 347, 
red, brown, pink and orange cultivars had the lowest hue 
angles residing within a range of 20-40. This confirmed 
that colours determined through the naked eye coincide 
with the CIELAB standards. Chroma meant the purity 
or intensity of the colour. The colours of low chroma 
are considered to be “weak” while those of high chroma 
are considered to be “highly saturated” or “strong” 
when colour is measured using Hunter L, a, b versus 
CIE L*a*b*. In our collection, red cultivars gave higher 
chroma ranges of 60-75, indicating the presence of high 
anthocyanin content in the spathe (Table 1).

 The three most common anthocyanidins of 
delphinidin-3-glycoside for blue and purple colour, 
cyanidin 3-glucoside for brick red and magenta colour 
and pelargonidin-3-glycoside for orange and red colour 
were used as standards in HPLC (Figure 2; Table 2a).  
Despite the high colour variation and saturation among 
the cultivars, HPLC identified mainly one anthocyanidin 
type in them, which was cyanidin (Figure 2; Table 2b).
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Cultivar Phenotype L a* b* C* H*
Vacuolar 

pH
Anthocyanin Location

Wind Green 56.19 -15.66 28.28 28.52 82.52 4.94 Mesophyll

Kisstouch Green 54.6 -8.33 43.27 44.06 100.9 4.94 Mesophyll

Maxima Berdin Green 58.62 -8.28 22.57 22.64 85.49 4.94 Mesophyll

Paradise Brown 28.81 38.4 13.01 40.55 18.72 - Mesophyll

Okinawa Brown 35.39 14.59 13.74 20.04 43.3 - -

Maxima Pink 69.89 18.14 15.22 23.67 40 4.63 -

Maxima Ergancia Pink 64.57 19.2 19.06 27.06 44.79 4.63 -

Sabia Pink 45.94 56.2 16.81 58.66 16.65 4.63 Lower Epidermis

T. Sopink Pink 66.63 26.49 10.49 28.49 21.6 4.75 -

Aurora Pink Pink 72.26 14.33 2.96 14.63 11.67 4.75 -

Tulip Summer Orange 62.71 24.79 14.06 28.5 29.55 4.73 -

Sharren Red 41.24 60.57 34.7 69.8 29.81 4.73 Lower Epidermis

Losa Green Red 58.8 38.8 12.19 40.67 17.44 4.73 Lower Epidermis

Eternum Red 52.13 47.7 22.52 52.74 25.27 4.77 Lower Epidermis

Torenda Red 40.08 67.03 27.02 72.27 21.96 4.77
Mesophyll and Lower 
Epidermis

Karishth Red 33.41 53.45 31.68 62.13 30.65 4.77 -

Tropic Night Red 23.61 29.72 9.09 31.08 17.01 4.77 Lower Epidermis

Flabia Purple 47.08 43.43 -9.55 44.47 347.59 4.94 Mesophyll

Maxima White 83.72 -1.55 18.89 18.95 94.69 4.6 -

Table 1: Colour phenotypes, CIELAB parameter values, vacuolar pH and anthocyanin locations of selected anthurium cultivars

Variation in pigment location and pH as factors 
determining colour variation

Anthocyanins are accumulated in the vacuoles. There 
are reports on vacuolar pH and pigment location as 
important factors in flower colour variations in several 
species (Zhang et al., 2021). Consequently, the vacuolar 
pH and pigment localization in spathes of selected 
anthurium cultivars were assessed using spathe cross 
sections consisting of epidermal and mesophyll layers 
(Figure 3). The anthocyanins in pink, red, orange and 
brown cultivars were mainly localized in the epidermal 
layer of the spathes. The anthocyanins of the purple 
cultivar were mainly localized in the mesophyll cells of 
the spathes (Figure 3; Figure 4; Table 1).  

 The tested anthurium cultivars exhibited a pH variation 
among different colours within a range of 4.6 to 4.94. 
Purple cultivars had the highest pH of 4.94 followed by 
red and white cultivars of pH of 4.77 and 4.6, respectively. 
Avila- Rostant et al. (2010), who reported a variation of 
spathe colours and vacuolar pH among tested cultivars, 
had screened the germplasm for lower vacuolar pH to 

be utilized in genetic engineering for blue anthurium. 
Athough the pH values of Table 1 in the current work 
were not similar to the previous study (Avila- Rostant 
et al., 2010), the effect of colour groups such as purple, red 
and white were consistent with the variation of vacuolar 
pH. Furthermore, the red cultivars with high chroma 
values had more anthocyanin saturation as mentioned 
in the above section. Based on CIE L*a*b* system, 
the negative values for a* indicated the green cultivars 
as previously reported by Gopaulchan et al. (2015). 
The red and purple cultivars were of higher pH over 4.77 
(Table 1). Therefore, it is suggested that spathe colour 
and anthocyanin saturation has a relationship with higher 
vacuolar pH. To confirm that purple colour spathes were 
associated with higher pH, 10 M NaOH was added to the 
pigment extracts of red and orange cultivars to increase 
the pH in vivo. The pigment extracts turned purple at a 
pH of around 4.8 (Figure 5). According to a previous 
study, the vacuolar pH adjustment to a higher pH level of 
5.7 - 6 had given rise to more purplish and bluish flowers 
in soy bean (Sundaramoorthy et al., 2020). The above 
reports are consistent with our current results suggesting 
that dark colours appear at higher pH.
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Figure 2: HPLC chromatograms for standard anthocyanidins, (a) Pelargonidins, (b) Cyanidins, (c) Delphinidins; For tested 
cultivars, (d) Maxima with cyanidins and pelargonidins, (e) T. Arura Pink with cyanidins

The fate of dihydrokaempferol in the anthocyanin 
biosynthesis pathway is crucial for the production 
of blue colour. Dihydrokaempferol is converted to 
dihydromyricetin through the flavonoid-3’,5’-hydroxylase 
(F3’5’H) gene. Higher pH in the vacuole is favourable 
for this reaction. Noman et al. (2017) had reviewed the 

procedures of transgenic blue rose and chrysanthemum 
production, where the introduction of F3’5’H gene is 
highlighted for accumulation of delphinidin for blue 
colour. 

 Higher values for vacuolar pH had been recorded 
for selected blue flowers in a previous study of ours 
(Jayaprada & Geekiyanage, 2016). The increase of pH in 
pigment extract of above selected blue flowers with 0.1 
M NaOH had resulted a darker blue colour. However, the 
pigment extracts of current work must not contain the 
required genetic pathway including F3’5’H gene for the 
reaction. Therefore, identification of anthurium cultivars 
with higher vacuolar pH is important in future breeding 
for blue anthurium with an introduced F3’5’H gene.

Retention time (min) Anthocyanidin type

6.350 Cyanidin (Cy)

9.790 Pelargonidin (Pg)

4.546 Delphinidin (Dp)

Table 2a: The standards of anthocyanidins used in HPLC
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Anthurium cultivar Peak number Retention time (min) Anthocyanidin type

Paradise 1 6.341 Cyanidin

Maxima 1 6.327 Cyanidin

Maxima 2 9.694 Pelargonidin

Tulip Summer 1 6.347 Cyanidin

Sharren 1 6.338 Cyanidin

Sharren 2 9.697 Pelargonidin

Maxima Erigancia 1 6.331 Cyanidin

Flabia 1 6.330 Cyanidin

Losa green 1 6.324 Cyanidin

Eternum 1 6.321 Cyanidin

Torenda(l) 1 6.326 Cyanidin

Maxima(m) 1 6.322 Cyanidin

Sabia 1 6.314 Cyanidin

T. Sopink 1 6.311 Cyanidin

Karishth 1 6.323 Cyanidin

T. Arura Pink 1 6.313 Cyanidin

Tropic Night 1 6.314 Cyanidin

Table 2b: The anthocyanidins of cultivars detected through HPLC
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Eternum 1 6.321 Cyanidin 
Torenda(l) 1 6.326 Cyanidin 
Maxima(m) 1 6.322 Cyanidin 
Sabia 1 6.314 Cyanidin 
T. Sopink 1 6.311 Cyanidin 
Karishth 1 6.323 Cyanidin 
T. Arura Pink 1 6.313 Cyanidin 
Tropic Night 1 6.314 Cyanidin 

 

 

Variation in pigment location and pH as factors determining colour variation 

Anthocyanins are accumulated in the vacuoles. There are reports on vacuolar pH and pigment location 

as important factors in flower colour variations in several species (Zhang et al., 2021). Consequently, 

the vacuolar pH and pigment localization in spathes of selected anthurium cultivars were assessed using 

spathe cross sections consisting of epidermal and mesophyll layers (Figure 3). The anthocyanins in pink, 

red, orange and brown cultivars were mainly localized in the epidermal layer of the spathes. The 

anthocyanins of the purple cultivar were mainly localized in the mesophyll cells of the spathes (Figure 

3; Figure 4; Table 1).   

 

 

 
 
Figure 3: Localization of anthocyanin. (a) in lower epidermal layers, (b) in outermost mesophyll layer 
and chlorophyll in inner mesophyll cells, (c) (Purple cultivar Flabia) in mesophyll cells, (d) chlorophyll 

(a) 

(d) (c) 

(b) 

15 μm 

15 μm 
15 μm 

15 μm 

Figure 3: Localization of anthocyanin. (a) in lower epidermal layers, (b) in outermost 
mesophyll layer and chlorophyll in inner mesophyll cells, (c) (purple 
cultivar Flabia) in mesophyll cells, (d) chlorophyll in inner mesophyll 
cells, ep epidermal Layer, hep lower Epidermal layer, mpl mesophyll cells. 
(Enhanced light Microscope, Olympus, Japan; ×100)
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Figure 4: Location diversity of pigments of selected different anthurium cultivars of (a) Wind, (b) 
Paradise, (c) Sharren, (d) Flabia, (e) Eternum, (f) Torenda, (g) Tropic Night, (h) Kisstouche, (i) Maxima 
Berdin, (j) Sabia and (k) Maxima Berdin, (l) Middle part of Losa Green, (m) Lobes of Losa Green. 
(Enhanced light Microscope, Olympus, Japan; ×10) 
 
 
The fate of dihydrokaempferol in the anthocyanin biosynthesis pathway is crucial for the production of 

blue colour. Dihydrokaempferol is converted to dihydromyricetin through the flavonoid-3’,5’-

hydroxylase (F3’5’H) gene. Higher pH in the vacuole is favourable for this reaction. Noman et al. (2017) 

had reviewed the procedures of transgenic blue rose and chrysanthemum production, where the 

introduction of F3’5’H gene is highlighted for accumulation of delphinidin for blue colour.  

Higher values for vacuolar pH had been recorded for selected blue flowers in a previous study of ours 

(Jayaprada & Geekiyanage, 2016). The increase of pH in pigment extract of above selected blue flowers 

with 0.1 M NaOH had resulted a darker blue colour. However, the pigment extracts of current work 

must not contain the required genetic pathway including F3’5’H gene for the reaction. Therefore, 

identification of anthurium cultivars with higher vacuolar pH is important in future breeding for blue 

anthurium with an introduced F3’5’H gene. 

(a) 

(d) (e) (f) 

(g) (h) (i) 

(j) (k) (l) (m) 

(b) (c) 

Figure 4: Location diversity of pigments of selected different anthurium cultivars of (a) Wind, (b) Paradise, 
(c) Sharren, (d) Flabia, (e) Eternum, (f) Torenda, (g) Tropic Night, (h) Kisstouche, (i) Maxima 
Berdin, (j) Sabia and (k) Maxima Berdin, (l) Middle part of Losa Green, (m) Lobes of Losa Green. 
(Enhanced light Microscope, Olympus, Japan; ×10)

The location of the pigment was restricted to mesophyll 
and epidermis. Based on the fact that cyanidin pigment 
was present in all tested anthurium cultivars, the 
anthocyanidin type did not determine the colour variation 
in them. Our findings led us to investigate the genetic 
basis behind anthocyanidin transport and vacuolar pH, 
along with anthocyanin biosynthesis towards anthurium 
spathe colour variation.

Association between factors determining colour 
variation and anthocyanin regulatory pathways 

Mostly the anthurium colour variation is influenced by 
the expression changes in structural genes such as CHI, 
F3H, F3’5’H, F3’H, ANS, and CHS in the anthocyanin 
biosynthesis pathway (Spelt et al., 2002; Collette et al., 
2004; Avila-Rostant et al., 2010; Gopaulchan et al., 2014; 
Osorio-Guarín et al., 2021). According to the gene network 
analysis, spathe colour in anthurium was determined by 
three major pathways, namely, anthocyanin biosynthesis, 
anthocyanidin vacuolar transport, and vacuole pH/H+ 

pumps in plants (Figure 6). The proposed coordinated 
mechanism is explained hereafter.

 After biosynthesis, the anthocyanidin is transported 
and stored in vacuoles (Shitan & Yazaki, 2020). 
Fluctuations in vacuolar pH led to structural changes 
in the stored anthocyanidins, which result in colour 
changes.  Furthermore, network analysis identified that all 
these three pathways were regulated by an R2R3-MYB 
transcription factor. The R2R3-MYB transcription factor 
fine-tunes the vacuolar pH by regulating the Vacuole-type 
ATPase (V-ATPase) which is the main H+ concentration 
controller in the cell vacuole (Sundaramoorthy et al., 
2020). The different spathe colours in tested cultivars 
are the result of a combination of cyanidin, which is the 
end product of anthocyanin biosynthesis, and the R2R3-
MYB transcription factor regulating different pH values. 
R2R3-MYB transcription factors from chrysanthemum 
are reported to be inducing key structural genes in the 
anthocyanin pathway (Hong et al., 2019).  
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Figure 5: The effect of external change in pH on colour. (a)-(i) Colours of the glacial acetic acid extracts 
of the cultivars. (a) Losa Green, (b) Eternum, (c) Torenda, (d) Sabia, (e) Tulip Summer, (f) T. Sopink, 
(g) Karishth, (h) Kisstouche and (i) Maxima, (j)-(r) Colours of the glacial acetic acid extracts after adding 
10 M NaOH. (j) Flabia, (k) Eternum, (l) Torenda, (m) Sabia, (n) Tulip Summer, (o) T. Sopink, (p) 
Karishth, (q) Kisstouche and (r) Maxima. aThe pH of pure GAA was obtained as 2.73. 

 

The location of the pigment was restricted to mesophyll and epidermis. Based on the fact that cyanidin 

pigment was present in all tested anthurium cultivars, the anthocyanidin type did not determine the 

colour variation in them. Our findings led us to investigate the genetic basis behind anthocyanidin 

transport and vacuolar pH, along with anthocyanin biosynthesis towards anthurium spathe colour 

variation. 

 

Association between factors determining colour variation and anthocyanin regulatory pathways  

Mostly the anthurium colour variation is influenced by the expression changes in structural genes such 

as CHI, F3H, F3’5’H, F3’H, ANS, and CHS in the anthocyanin biosynthesis pathway (Spelt et al., 2002; 

Collette et al., 2004; Avila-Rostant et al., 2010; Gopaulchan et al., 2014; Osorio-Guarín et al., 2021). 

According to the gene network analysis, spathe colour in anthurium was determined by three major 

pathways, namely, anthocyanin biosynthesis, anthocyanidin vacuolar transport, and vacuole pH/H+ 

pumps in plants (Figure 6). The proposed coordinated mechanism is explained hereafter. 

After biosynthesis, the anthocyanidin is transported and stored in vacuoles (Shitan & Yazaki, 2020). 

Fluctuations in vacuolar pH led to structural changes in the stored anthocyanidins, which result in colour 

changes.  Furthermore, network analysis identified that all these three pathways were regulated by an 

R2R3-MYB transcription factor. The R2R3-MYB transcription factor fine-tunes the vacuolar pH by 

Figure 5: The effect of external change in pH on colour. (a)-(i) Colours of the glacial acetic acid extracts 
of the cultivars. (a) Losa Green, (b) Eternum, (c) Torenda, (d) Sabia, (e) Tulip Summer, 
(f) T. Sopink, (g) Karishth, (h) Kisstouche and (i) Maxima, (j)-(r) Colours of the glacial acetic 
acid extracts after adding 10 M NaOH. (j) Flabia, (k) Eternum, (l) Torenda, (m) Sabia, (n) Tulip 
Summer, (o) T. Sopink, (p) Karishth, (q) Kisstouche and (r) Maxima. aThe pH of pure GAA was 
obtained as 2.73.

Figure 6: Proposed generalized gene biosynthesis pathway of anthocyanins using Cytoscape 3.8. The 
R2R3-MYB transcription factor gene (MYB), Flavanone-3-hydroxylase (F3H), Anthocyanidin-
3-O-glucosyltransferase (UFGT), Leucoanthocyanidin dioxygenase (LDOX), Anthocyanin O-
methyltransferase (AOMT), glutathione S-transferase anthocyanin multidrug and toxic compound 
extrusion family protein (GST Antho MATE), Multidrug and toxic compound extrusion family 
protein (MATE), anthocyanidin reductase (ANR), Vacuolar H+ synthase (V-H+ Synthase), are 
involved. Each dotted line represents one enzymatic step. Circles represent the Enzyme genes.
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Figure 6: Proposed generalized gene biosynthesis pathway of anthocyanins using Cytoscape 3.8. The 
R2R3-MYB transcription factor gene (MYB), Flavanone-3-hydroxylase (F3H), Anthocyanidin-3-O-
glucosyltransferase (UFGT), Leucoanthocyanidin dioxygenase (LDOX), Anthocyanin O-
methyltransferase (AOMT), glutathione S-transferase anthocyanin multidrug and toxic compound 
extrusion family protein (GST Antho MATE), Multidrug and toxic compound extrusion family 
protein(MATE), anthocyanidin reductase (ANR), Vacuolar H+ synthase (V-H+ Synthase), are involved. 
Each dotted line represents one enzymatic step. Circles represent the Enzyme genes. 
 

R2R3-MYB transcription factors are considered as a key determinant controlling distinct pigmentation 

patterns throughout the plant (Albert et al., 2011). The R2R3-MYB genes AaMYB2 and AaMYB3 from 

Anthurium andraeanum (Hort.) had positively regulated the anthocyanin biosynthesis genes of AaF3H, 

AaANS, AaDFR, and AaCHS in the spathes and leaves (Li et al., 2016; Li et al., 2019b). In fact, there 

are reports on increased flower colour expression in transgenic tobacco via ectopic expression of these 

two R2R3-MYB transcription factors (Li et al., 2019). However, there are rare insights on the influence 

of these R2R3-MYB transcription factors on other influential pathways such as pH manipulation 

pathways, which affect expression of anthurium spathe colour genes. 

Sundaramoorthy et al. (2020) had detected that R2R3-MYB was the main transcription factor in 

controlling vacuole acidification for flower colour changes. Three SNP mutations in an R2R3-MYB 

transcription factor in soy bean flower had caused fluctuations in vacuolar pH between 5.0-6.1 

converting purple petals to blue petals (Sundaramoorthy et al., 2020). This is another possibility that 

explains the colour variations in selected anthurium cultivars. 

 

Generated network models further explained that the R2R3-MYB transcription factor also regulates 

cyanidin transport genes like GST Antho MATE and MATE. Cutanda-Perez (2009) reported 

that VlmybA1 in grapevine is involved in anthocyanin synthesis and transport in transgenic plants. 
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The effect of temperature and light on anthocyanin 
accumulation is regulated by MYB genes in the 
anthocyanin pathway (Azuma et al., 2012). Meanwhile, 
Wang et al. (2022), reported about indirect repressors of 
anthocyanin biosynthesis from the MYB transcription 
factor family. The corresponding transcription factors are 
reported to be unable to bind to the promoters of the target 
genes and compete with the R2R3-MYB transcription 
activators by interacting with bHLH transcription factors 
in MBW complexes (Li et al., 2019a). Chen et al., 2019 
had reported about R2R3-MYB transcription factors 
with repressive motifs as well, which directly repress the 
flavonoid biosynthetic genes.  

 There are previous reports on mutations affecting 
vacuolar pH regulation leading to bluish flower colour and 
increased pH of petal homogenates of petunia (Verweij 
et al., 2008; Faraco et al., 2014). According to the above 
study, wild-type (WT) petunia petals carrying cyanidins, 
displayed red colour at a vacuolar pH of 5.5 when all 
pH genes were functional (Faraco et al., 2014). However, 
mutations in any of the above genes had increased the 
vacuolar pH of petals, up to 6.0, resulting in a blue colour 
(Spelt et al., 2002; Faraco et al., 2014). Avila-Rostant 
et al., 2010 had reported the relationship between spathe 
colour variation and vacuolar pH in anthurium, as green 
and white cultivars had the highest pH (5.65), while coral, 
(5.38), red (5.10) and orange (4.5) followed a descending 
order. However, there are no reports on downstream 
structural genes that control vacuolar pH in anthurium. 
Different spathe colours of anthurium were observed 
from spathes that had cyanidin as the only pigment. 
According to the pathway analysis an MYB transcription 
factor is involved with vacuolar pH controlling genes, 
which opens a new avenue for MYB gene function in 
addition to transcription activation of structural genes of 
the anthocyanin pathway. Therefore, we would indicate 
the possibility that different spathe colours resulted due to 
vacuolar pH manipulation through the MYB transcription 
factor. Although there are no reports on the identification 
of downstream structural genes that control vacuolar pH 
in anthurium, this is one possible scenario that justifies 
different anthurium spathe colours with cyanidin as the 
major dominating anthocyanidin type.

 R2R3-MYB transcription factors are considered 
as a key determinant controlling distinct pigmentation 
patterns throughout the plant (Albert et al., 2011). 
The R2R3-MYB genes AaMYB2 and AaMYB3 from 
Anthurium andraeanum (Hort.) had positively regulated 
the anthocyanin biosynthesis genes of AaF3H, AaANS, 
AaDFR, and AaCHS in the spathes and leaves (Li et al., 
2016; 2019b). In fact, there are reports on increased 

flower colour expression in transgenic tobacco via ectopic 
expression of these two R2R3-MYB transcription factors 
(Li et al., 2019). However, there are rare insights on the 
influence of these R2R3-MYB transcription factors on 
other influential pathways such as pH manipulation 
pathways, which affect expression of anthurium spathe 
colour genes.

 Sundaramoorthy et al. (2020) had detected that R2R3-
MYB was the main transcription factor in controlling 
vacuole acidification for flower colour changes. Three 
SNP mutations in an R2R3-MYB transcription factor in 
soy bean flower had caused fluctuations in vacuolar pH 
between 5.0-6.1 converting purple petals to blue petals 
(Sundaramoorthy et al., 2020). This is another possibility 
that explains the colour variations in selected anthurium 
cultivars.

 Generated network models further explained that the 
R2R3-MYB transcription factor also regulates cyanidin 
transport genes like GST Antho MATE and MATE. 
Cutanda-Perez et al. (2009) reported that VlmybA1 in 
grapevine is involved in anthocyanin synthesis and 
transport in transgenic plants. Further, the MdMYB1/10 
transcription factor was reported to be affecting the 
cellular pH and anthocyanin accumulation by regulating 
different H+ -pumping and anthocyanidin transport 
genes in transgenic apples resulting in colour variation 
in apple calli (Ling-Wang et al., 2010; Hu et al., 2016; 
Li et al., 2019b). In our study, we identified Antho MATE 
as the main anthocyanidin transport gene which is being 
regulated by R2R3-MYB transcription factor. Differential 
localization of cyanidin into mesophyll or epidermis in 
tested cultivars is suggested through the above method 
of transport regulation. R2R3-MYB transcription factor 
regulates V-ATPase and MATE genes, which mainly 
determine spathe colour variation in terms of vacuolar 
pH and pigment location respectively. Based on the 
above interpretations, R2R3-MYB transcription factors 
are among the key regulators of anthurium spathe colour. 
Therefore, the R2R3-MYB transcription factor will be 
an effective candidate over structural genes for genetic 
manipulation of spathe colour. The above assumption 
could be validated through a genetic transformation of 
homologous R2R3-MYB transcription factors from other 
species for novel anthurium colours. 

concLuSIonS 

Selected anthurium cultivars were variable in spathe 
colour, anthocyanin location, and vacuolar pH, while 
the main identified anthocyanidin type was cyanidin. 
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According to the Gene Network Model analysis, the 
spathe colour, anthocyanin location, and vacuolar pH 
were controlled by anthocyanin transport, biosynthesis, 
and vacuolar pH regulatory pathways respectively. An 
R2R3-MYB transcription factor gene was identified as 
the main regulator of vacuolar pH in the spathe leading to 
the higher vacuolar pH variation. Therefore, we suggest 
that different spathe colours resulted due to vacuolar 
pH manipulation through an R2R3-MYB transcription 
factor. The R2R3-MYB transcription factor gene could 
be a potential candidate in colour manipulation via 
genetic engineering.
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Moleculalar Pathology
Whole exome sequencing coupled with in silico functional analysis 
identified NID1 as a novel candidate gene causing neuro-psychiatric 
disorder in a pakistani family
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Abstract: Intellectual disability (ID) is a neuro-developmental 
condition that affects a person’s cognitive ability and 
results in a learning defect. It affects 1–3% of the general 
population; however, the ratio may be expected to be more 
in a consanguineous population. Herein in the present study, 
we identified a nuclear family from Dera Ismail Khan City in 
Pakistan. Whole exome sequencing was performed to map the 
pathogenic variant. Protein structural modeling and interaction 
studies were carried out to validate the variant with disease-
association. Molecular modeling of normal and mutated 
proteins was performed through I-TASSER and Chimera 
tools, while docking and interaction analysis was carried out 
using Cluspro. Clinical analysis of the patient determined 
mild intellectual disability and gait problem. Candidate gene 
analysis in this family found a homozygous missense mutation 
NM_002508:c.C2512T (p.Arg838Cys) in the 12th exon of 
NID1 gene. Molecular modeling of wild-type and mutant 
NID1 proteins determined a significant effect on the protein’s 
secondary and tertiary structure. Hence, based on the exome 
sequence analysis, NID1 is proposed to be a strong novel 
candidate ID gene in this family. The genetic mapping of the 
present family led us to determine a novel candidate gene to be 
associated with intellectual disability. Linkage of additional ID 
families with genes would confirm its validity and strengthen 
our notion. Furthermore, expression studies and pathway 
analysis will help in exploring the biological mechanism of 
learning and memory.

Keywords: Exome sequencing, ID, NID1, novel candidate 
gene, Pakistani family.

IntRoductIon

Intellectual disability (ID) is a neurological defect that 
occurred due to anomalies of the brain. Previously, ID 
was also known as mental retardation, learning defect 
or developmental delay (Ropers, 2010). Intellectual 
defect results in loss of social adaptive skills and 
usually occurs before the age of 18 (WHO, 1992). The 
worldwide prevalence of ID ranges from 1 to 3% (APA, 
2013). Precisely, its prevalence is 1 to 2% in developed 
countries and 2 to 3% in less developed countries like 
Pakistan (Durkin, 2002; Maulik et al., 2011). However, 
its incidence is speculated to be high in those countries 
where the rate of cousin marriages is high (Salvador-
Carulla et al., 2008). Based on the intelligence 
quotient (IQ) value, ID is characterized into mild 
(IQ range 55> - >69), moderate (IQ range 35> - >54), 
severe (IQ range 20> - >34) and profound (IQ range 
below 19) (Ahmed et al., 2021).  Phenotypically, 
ID is categorized as syndromic and non-syndromic 
intellectual disability (NS-ID). In syndromic ID, the 
individual suffers from additional biological anomalies, 
while in NS-ID, the individual is merely suffering from 
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learning defect, as in the case of autosomal recessive 
non-syndromic intellectual disability (ARNSID) (Bittles 
& Black, 2010). Much research has documented that 
approximately 10% of marriages worldwide are between 
blood relatives (https://www.ncbi.nlm.nih.gov/omim/), 
but its frequency is much higher in Central Asian regions 
especially Pakistan, India, and Iran. In Pakistan, the 
exact number of intellectually disabled children is still 
unknown due to unavailability of any proper survey. 
According to the census of 1998, Pakistan has 2.5% of 
people suffering from different kinds of disabilities. Until 
now, 75 genes/loci are enlisted in the Online Mendelian 
Inheritance in Man (OMIM) database (https://www.ncbi.
nlm.nih.gov/omim/) involved in NS-ARID.

 Almost 560 genes have been associated with 
intellectual disability (https://www.omim.org). All the 
modes of Mendelian heredity (i.e., autosomal recessive, 
autosomal dominant, or X-linked) are associated with 
intellectual disabilities. Physiologically, these reported 
genes are involved in various cellular signaling cascades, 
inter-neuronal connectivity, neuronal proliferation, 
neuronal migration, and the extensive guideline 
of genetic/epigenetic transcription and translation 
(Muzammal et al., 2022). Improvement in identifying 
genes accountable for the worldwide developmental 
delays and intellectual impairment has expanded our 
knowledge of the molecular mechanism in learning and 
memory, which is essential for understanding cognition 
and intelligence from a neurological perspective. Growing 
awareness of molecular pathology will assist in finding 
new pharmacological methodologies (Muzammal et al., 
2022).

 The current genetic study reported a Pakistani family 
to have the causative genetic factors of ARID. The 
current ID family was recruited from Dera Ismail Khan 
City of Pakistan. Exome sequence analysis in this family 
found a novel missense mutation NM_002508:c.C2512T 
(p.Arg838Cys) in the NID1 gene.

MatERIaLS and MEthodS

The current study was approved by the institutional 
Ethical Review Board of Gomal University, D.I. Khan, 
Pakistan, and supported by the Higher Education 
Commission (HEC) of Pakistan through an NPRU grant 
(project #5564/KPK/NRPU/R&D/HEC/2016). Venous 
blood samples were obtained from patients and normal 
individuals (including parents) of the affected family 
as per the standard protocols, and kept at 40C in EDTA 
tubes. and DNA was extracted using DNeasy Blood Kit 
(Qiagen). 

Genetic analysis

The positional cloning approach was adopted for gene 
mapping, which involved whole exome sequencing 
(WES), homozygosity mapping (based on SNP data of 
WES), and candidate gene and/or variant prioritization. 
The detailed description of gene mapping and mutation 
analysis is outlined as follows.

Whole exome sequencing

Whole exome sequencing was done on NextSeq500 
platform, using Nextera rapid capture exome kit for 
library construction, following the manufacturer’s 
protocol (Illumina, San Diego, USA). 

 For candidate gene analyses, several online tools were 
employed, e.g., Exomiser (https://monarch-exomiser-
web dev.monarchinitiative.org), PhenIX (http://compbio.
charite.de/PhenIX/), ENDEVOUR (https://endeavour.
esat.kuleuven.be), and ToppGene (https://www.toppgene.
cchmc.org).

Protein Secondary structure prediction

The secondary structure of the protein was predicted 
through PSI-blast based secondary structure Prediction 
(PSIPRED) tool (McGuffin et al., 2000). This method is 
used to examine the folding pattern of protein secondary 
structure.

Protein 3D Modeling and docking

I-TASSER online (Yang & Zhang, 2015) tool was used 
to design the 3D models of normal and mutant NID1 
protein and its close interactor. Model with top confidence 
score (C-Score) was selected for further investigation 
(Muzammal et al., 2022). Chimera 1.13.1 (Goddard 
et al., 2007) was used to visualized the designed 3D 
models (Ali et al., 2022). Protein-protein docking was 
carried out with its close functional interactors through 
an online tool called Cluspro server (Kozakov et al., 
2017).

RESuLtS and dIScuSSIon

The current genetic study was conducted on a Saraiki 
origin consanguineous Pakistani family suffering from 
NS-ID, and NID1 was identified as novel candidate gene 
involved in NS-ID. 

 The family was recruited from Dera Ismail Khan 
City. The nuclear family consisted of an affected father 
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(I:1), normal mother, and six children with one affected 
daughter (II: 3). The pedigree analysis apparently 
determined autosomal recessive mode of disease 
inheritance (Figure 1a). The patients were suffering 
from mild intellectual impairment with low IQ. The 
affected father also had some psychiatric problems and 

had attention deficit. The female patient (II: 3) had Gait 
issue, attention deficits, and kidney issues. The general 
phenotypes of patients were consistent with AR-NSID. 
Whole exome sequencing was selectively performed on 
patient II:3. The rest of the clinical details are described 
in Table 1.
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Figure 1: a) Pedigree of the family showing autosomal recessive mode of inheritance, (b) screenshot 
homozygosity mapper showing the homozygous region, largest region on chromosome is highlighted in the 
blue box. (c) Presence of candidate gene NID1 variant in the exome file. 
 
 
In silico analysis 

Secondary structure prediction of wild-type and mutant NID1 proteins 

Secondary structure comparison of normal and mutant NID1 protein revealed different changes in the 

folding pattern (highlighted in red boxes). These changes were detected both in upstream and downstream 

regions from the site of mutation (highlighted in the purple box). These changes were present on the mutant 

protein's strand, helix, and coil. Changes observed in the mutant protein can be clearly seen in the Figure 

2b.  

Figure 1: a) Pedigree of the family showing autosomal recessive mode of inheritance, (b) screenshot homozygosity mapper 
showing the homozygous region, largest region on chromosome is highlighted in the blue box. (c) Presence of 
candidate gene NID1 variant in the exome file.

Genetic analysis

Candidate gene analysis

Whole exome analysis found a total of 23,600 variants. 
Through homozygosity mapper, HBD analysis found a 
large significant homozygous region on chromosome 1 
(chr1: 206579936-240371106), spanning a 33.7 Mb region 
on DNA. The subsequent exome analysis, with primary 
target on the large homozygous region coupled with 
screening of the top 10 candidate genes identified 
through different candidate gene analysis tools, 

identified homozygous single nucleotide substitution 
in NM_002508: c.C2512T:(p.Arg838Cys) in the 12th 
exon of the NID1 gene (Figure 1 b & 1c). The identified 
variant (rs763658641) has a minor allele frequency of 
0.000003 in ExAC and 0.000015 in the gnomAD exomes 
databases. 

 However, the clinical significance of this variant 
is not reported in the Clinvar database. ACMG-AMP 
classification categorized this variant as VUS (variant of 
unknown significance).
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Figure 2: Secondary structure wild-type and mutant NID1 protein predicted through PSIPRED tools. 
Showing the site of mutation in green box, upstream and downstream changes after mutation are highlighted 
in red boxes. 

 

Protein tertiary structure and interaction analysis  

Superimposed 3D models of NID1 wild-type and mutant proteins determined a similarity index of 77.15% 

and different changes in folding of the 3D structure were observed (Figure 3). Protein-protein interaction 

of wild-type and mutant NID1 protein were done with their close functional interactor LAMC1 protein, 

which showed great changes in the interacting residues of all the wild-type and mutant proteins with their 

interactors (Figure 4). The mutant NID1 protein showed less interaction with its close interactor LAMC1 

protein, i.e., via 4 hydrogen bonds and 1 salt bridge only, while in the case of wild-type NID1 protein, its 

interaction with LAMC1 protein was through 17 hydrogen bonds and 2 salt bridges. Complete details of all 

the interacting residues of wild-type and mutant NID1 proteins with their close interactor are shown in 

Table 3. 

Figure 2: Secondary structure wild-type (a) and mutant NID1 protein (b) predicted through PSIPRED tools. Showing the site of 
mutation in green box, upstream and downstream changes after mutation are highlighted in red boxes.

Phenotypes II:3 I:1

Gender Female Male

Level of intellectual disability Mild Mild

Kidney stone Yes No

Muscular degeneration Yes No

Gait problem Yes No

Epileptic fits No No

Hearing problem No No

Dermal lesion No No

Psychiatric phenotypes 
Late responsive,

i.e., attention deficit
Late responsive, 

i.e., attention deficit

Jerking of limbs Yes No

Self-feeding Yes Yes

Microcephaly features No No

Macrocephaly features No No

Digit anomaly No No

Facial dysmorphism No No

Obesity No No

Shape and length of digits Normal Normal

Ophthalmic issues No No

Table 1: Clinical features of patients (I:1 and II:3)

In silico analysis

Secondary structure prediction of wild-type and 
mutant NID1 proteins

Secondary structure comparison of normal and mutant 
NID1 protein revealed different changes in the folding 

pattern (highlighted in red boxes). These changes were 
detected both in upstream and downstream regions from 
the site of mutation (highlighted in the purple box). These 
changes were present on the mutant protein’s strand, 
helix, and coil. Changes observed in the mutant protein 
can be clearly seen in the Figure 2b. 
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Figure 3:(a) 3D structure of wild-type NID1 protein (b) 3D structure of mutant NID1 protein (c) 
Superimposed structure of wild-type and mutant NID1 protein. 

 

 

Figure 4: (a) Protein-protein interaction of wild-type NID1 and its close interactor LAMC1 protein (b) 
Protein-protein interaction of mutant NID1 and its close interactor LAMC1 protein Figure 4: (a) Protein-protein interaction of wild-type NID1 and its close interactor LAMC1 protein; (b) protein-protein interaction 

of mutant NID1 and its close interactor LAMC1 protein
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Figure 3:(a) 3D structure of wild-type NID1 protein (b) 3D structure of mutant NID1 protein (c) 
Superimposed structure of wild-type and mutant NID1 protein. 

 

 

Figure 4: (a) Protein-protein interaction of wild-type NID1 and its close interactor LAMC1 protein (b) 
Protein-protein interaction of mutant NID1 and its close interactor LAMC1 protein 

Figure 3: (a) 3D structure of wild-type NID1 protein; (b) 3D structure of mutant NID1 protein; 
(c) superimposed structure of wild-type and mutant NID1 protein.

Protein tertiary structure and interaction analysis 

Superimposed 3D models of NID1 wild-type and mutant 
proteins determined a similarity index of 77.15% and 
different changes in folding of the 3D structure were 
observed (Figure 3). Protein-protein interaction of wild-
type and mutant NID1 protein were done with their close 
functional interactor LAMC1 protein, which showed 
great changes in the interacting residues of all the wild-

type and mutant proteins with their interactors (Figure 4). 
The mutant NID1 protein showed less interaction with 
its close interactor LAMC1 protein, i.e., via 4 hydrogen 
bonds and 1 salt bridge only, while in the case of wild-
type NID1 protein, its interaction with LAMC1 protein 
was through 17 hydrogen bonds and 2 salt bridges. 
Complete details of all the interacting residues of wild-
type and mutant NID1 proteins with their close interactor 
are shown in Table 2.
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Discussion

The present family was recruited from Dera Ismail 
Khan city and ethnically it belonged to a  Saraiki origin 
population. This family had 2 affected individuals, 
i.e., an affected father (I: 1) and his daughter (II: 3). 
Both the patients were suffering from mild intellectual 
disability. The patient (II: 3) had some additional 
anomalies like attention deficits, a walking problem, 
and a kidney problem (Table 1). Molecular investigation 
in this family found a homozygous missense variant 

NM_002508: c.C2512T:(p.Arg838Cys) in the 12th 
exon of the NID1 gene. Allele frequency of this variant 
in multiple population databases was found to be very 
low. The additional convincing evidence for NID1 
gene involvement included the presence of the variant 
in a large stretch of homozygous regions (Figure 1c), 
high expression of NID1 gene in the brain, and strong 
evolutionary conservation of the substituted amino acid 
(p.Arg838) due to missense mutation (Figure 5). Not only 
p.Arg838 was conserved but the entire region was highly 
conserved throughout different species (Figure 5). 

Table 2: Protein-Protein interaction of wild-type and Mutant NID1 proteins with LAMC1 protein

Protein Interacting resides with LAMC1 protein No and type of bonds 

Wild-type NID1 protein Glu1030, Arg1036, Gln1224, Thr1225, Ile1124, Arg1116, 
Glu1125, Asn1129, Asp1013, Ser1115, Asn119, Cys968, 
Arg1004, Phe973, Glu978, Gly979, Gln963

17 hydrogen bonds and 2 salt bridges

Mutant NID1 protein Cys807, Thr799, Lys802, Asp814 and Glu393, and Tyr116 4 hydrogen bonds and 1 salt bridge
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Figure 5: Conserved sequence alignment of substituted amino-acid. Position of substituted amino acid 
(R838) is mention in red box. 

 

Mattei et al. (1989) localized the human NID1 gene to chromosome 1. Later in 1995, Zimmermann et 

al. (1995) described the NID1 and documented that it consists of 20 exons with a genomic size of about 

90kb. The NID1 protein consists of 1247 amino acids.  Each exon encodes individual protein subdomains. 

The NID1 gene codes a member of the nidogen family of basement membrane glycoproteins. The protein 

interacts with several other components of basement membranes, and may play a role in cell interactions 

with the extracellular matrix (Zimmermann et al., 1995). Jenkins et al. (1991) mapped the nidogen gene 

(Nid) to mouse chromosome 13 and found a linkage to the beige (bg) mutation. The bg mutation is supposed 

to be the mouse homologue of the Chediak-Higashi syndrome (CHS). Major phenotypes of CHS comprise 

muscle stiffness, developmental delay, mental deficiency, and skin problems etc. (Jenkins et al., 1991). 

Murshed et al. (2000) produced Nid1-deficient mice and noted that homozygous mice produced neither 

mRNA nor protein. Astonishingly, the homozygous mice were fertile and their basement membranes 

appeared normal, though Nid2 expression was much greater in certain basement membranes (Murshed et 

al., 2000). Darbo et al. (2013) described a large Vietnamese family with Dandy-Walker malformation with 

occipital cephalocele. They found a heterozygous mutation c.C1162T (p.Gln388*) in the NID1 gene, which 

Figure 5: Conserved sequence alignment of substituted amino-acid. Position of substituted amino acid (R838) is 
given in red box.

Mattei et al. (1989) localized the human NID1 gene to 
chromosome 1. Later in 1995, Zimmermann et al. (1995) 
described the NID1 and documented that it consists of 
20 exons with a genomic size of about 90kb. The NID1 
protein consists of 1247 amino acids.  Each exon encodes 
individual protein subdomains. The NID1 gene codes a 

member of the nidogen family of basement membrane 
glycoproteins. The protein interacts with several other 
components of basement membranes, and may play 
a role in cell interactions with the extracellular matrix 
(Zimmermann et al., 1995). Jenkins et al. (1991) mapped 
the nidogen gene (Nid) to mouse chromosome 13 and 



Novel candidate gene causing neuro-psychiatric disorder  649

Journal of the National Science Foundation of Sri Lanka 51(4) December 2023

found a linkage to the beige (bg) mutation. The bg 
mutation is supposed to be the mouse homologue of the 
Chediak-Higashi syndrome (CHS). Major phenotypes of 
CHS comprise muscle stiffness, developmental delay, 
mental deficiency, and skin problems etc. (Jenkins et al., 
1991).

 Murshed et al. (2000) produced Nid1-deficient mice 
and noted that homozygous mice produced neither mRNA 
nor protein. Astonishingly, the homozygous mice were 
fertile and their basement membranes appeared normal, 
though Nid2 expression was much greater in certain 
basement membranes (Murshed et al., 2000). Darbo et al. 
(2013) described a large Vietnamese family with Dandy-
Walker malformation with occipital cephalocele. They 
found a heterozygous mutation c.C1162T (p.Gln388*) in 
the NID1 gene, which probably results in the complete 
truncation of the G2 and G3 regions of NID1 (Darbo 
et al., 2013).

 Dong and his co-workers in 2002 targeted the 
disruption of the NID1 in the mouse presented in their 
study and found a duplication of the entacin-1 locus. 
Homozygous mutants for the functional locus lacked 
NID1 mRNA and protein and often displayed seizure-
like symptoms and loss of muscle control in the back 
legs (similar features were present in patient II:3) (Dong 
et al., 2002; Alazami et al., 2015). The behavior patterns 
suggested the presence of neurologic deficits in the CNS, 
thus providing genetic evidence linking entactin-1 to 
proper neuromuscular system functions. In homozygous 
mutants, structural alterations in the basement membranes 
were found only in selected tissues, i.e., brain capillaries 
and the lens capsule. The structure of the basement 
membranes in other tissues were observed to be normal. 
These findings showed that the lost functions of NID1 
protein results in pathologic alterations that are extremely 
tissue specific. 

 Based on the expression and animal studies, it can be 
showed that NID1 has significant linkage with intellectual 
functioning and cognition. Our patients did not disclose 
previously documented features, except ID, due to NID1 
gene mutation. Hence, to the best of our knowledge, 
NID1 is a novel candidate gene to be involved in a new 
phenotype of non-syndromic ID.

concLuSIon

The present genetic study reported a novel candidate 
NID1 (c.C2512T; p.Arg838Cys) responsible for causing 
non-syndromic ID. Mutagenesis and cellular based 
expression studies on the novel identified NID1 gene 

will further explore the molecular function of this gene. 
Linkage of additional ID families with this gene will 
strengthen the power of this study and assist in molecular 
diagnostics.
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Abstract: Cylindrospermopsin (CYN) is a cyanotoxin found in 
natural waters, with potential risk to human health through the 
inhibition of protein synthesis. Despite the implementation of 
conventional water treatment procedures, complete removal of 
CYN remains a question due to its heat-stable nature. Hence, 
contamination of water sources with CYN is a challenge 
in providing safe drinking water throughout the world. The 
present study was conducted to test the ability to degrade 
CYN at 280C and pH 7, of four bacterial strains: Bacillus 
cereus-Y, Bacillus cereus-S (B. cereus-S), Micrococcus luteus, 
and Alcaligenes faecalis, which were previously isolated from 
different water sources as different hydrocarbon degraders. 
The CYN degradation kinetics of each bacterial species were 
studied using High Performance Liquid Chromatography. The 
greatest CYN degradation (28.22 ± 0.24%) was shown by the 
bacterium B. cereus-S in 5.0 mg/L CYN within 14 days. The 
CYN degradation by the other strains was lower than 10% under 
the same conditions. Further studies employing different initial 
concentrations of CYN revealed that B. cereus-S could degrade 
lower CYN concentrations at a higher percentage (1.0 mg/L, 
2.5 mg/L, and 5.0 mg/L of CYN removal percentages were 
36.83 ± 2.43%, 32.25 ± 1.25%, and 24.72 ± 0.40%, respectively, 
after 14 days of incubation at 280C and pH 7). The maximum 
average degradation rates were recorded for 1.0 mg/L, 2.5 mg/L, 
and 5.0 mg/L CYN on the 6th (0.05 ± 0.00 mg/L/day), 8th 
(0.04 ± 0.01 mg/L/day), and 12th (0.02 ± 0.01 mg/L/day) days 
of incubation, respectively. The study showed the potentiality 
of the bacterium B. cereus-S on the application for degrading 
CYN among the tested bacteria species. 

Keywords: Bacillus cereus-S, biodegradation, cyanotoxin, 
cylindrospermopsin, hepatotoxic. 

IntRoductIon

Cyanobacteria are a group of prokaryotic microorganisms, 
which belong to the kingdom Bacteria. They produce 
cyanotoxins which are secondary metabolites, and 
these cyanotoxins are found in a range of chemical 
groups. Cylindrospermopsins (CYNs), a specific 
group of cyanotoxins, were initially isolated from the 
cyanobacterium, Raphidiopsis raciborskii (previously 
known as Cylindrospermopsis raciborskii). CYNs have 
since been detected in surface water bodies worldwide, 
with different cyanobacterial producers. CYN is an 
alkaloid with three distinct groups of tricyclic guanidine, 
uracil, and sulphate. It posse a molecular weight of 
415.2 g/mol and is soluble in water and organic solvents 
(Adamski et al., 2014). Furthermore, the toxin shows 
stability at room temperature (21 ± 1°C) and in a wide 
pH range (3, 5, 7) (Adamski et al., 2016). 

 CYNs enter the human body via different pathways, 
such as dermal contact during bathing, swimming, and 
other recreational activities and ingestion of water or 
food that are contaminated with CYN (Pichardo et al., 
2017). In most cases of CYN toxicity, the environmental 
concentrations of CYN have been recorded within the 
range of 1–10 μg/L, while exceptional values have 
been reported from aquaculture farms and farm dams in 
Australia (Pichardo et al., 2017). CYN has been detected 
in mollusks, crustaceans, and fish with the maximum 
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detection range of 0.00007–4.3 μg/g in Redclaw crayfish 
(Cherax quadricarinatus) in Australia. Certain studies 
suggest that CYN has a bioaccumulation factor (BAF) 
of 4–171, indicating the potential to bioaccumulate in 
aquatic species (Scarlett et al., 2020). During chronic 
toxicity, it acts as a hepatotoxin, resulting in severe 
liver necrosis (Abeysiri et al., 2021b). Further, it affects 
kidneys (Abeysiri et al., 2021c) and has the potential to 
cause cytotoxicity (Poniedziałek et al., 2014; Abeysiri 
et al., 2021a; Chichova et al., 2021). It has been reported 
that CYN has the potential to inhibit the synthesis 
of proteins such as globin and antioxidants such as 
glutathione, leading to oxidative stress (López-Alonso 
et al., 2013). Moreover, prolonged exposure to CYNs 
could result in genotoxicity, immunotoxicity, and tumour 
initiations (Pichardo et al., 2017). 

 Numerous studies have confirmed the presence of 
CYN producing cyanobacteria, including Raphidiopsis 
sp., in water bodies of Sri Lanka. It is evident from 
these reports that Raphidiopsis sp. was not significantly 
dominant prior to the 20th century in Sri Lanka. The 
species has spread widely during 20th century, which 
might be due to increased human habitation that led to 
an increased number of point and non-point sources of 
aquatic pollution (Jayatissa et al., 2006; Kulasooriya, 
2017). Furthermore, Raphidiopsis sp. has been observed 
to be prevalent in a majority of water bodies located in 
the North Central Province of Sri Lanka, as compared 
to other regions of the country (Sethunge & Manage, 
2010). 

 During the study of Abeysiri et al. (2018b), a positive 
correlation (p < 0.05) between the CYN-producing 
cyanobacterial cell density and the CYN concentrations 
was observed in the surface and groundwater sources of 
CKDu (chronic kidney disease of unknown aetiology) 
strike areas in Sri Lanka. Additionally, Abeysiri et al. 
(2018a) recorded the presence of CYN in well water 
samples of CKDu endemic areas in the Anuradhapura 
district. Further, Arachchi & Liyanage (2012) have 
detected CYN in an average concentration of 0.137 ng/mL 
in the Kala Wewa, Nuwara Wewa, and Tissa Wewa of the 
Anuradhapura District, where CKDu is highly prevalent. 
In addition to the aforementioned facts, Piyathilaka et al. 
(2015) reported that CYN has the potential to cause severe 
damage to livers and kidneys due to chronic exposure. 
Consequently, the presence of CYN in drinking water 
sources in Sri Lanka is alarming.

 Various studies have been carried out worldwide on 
physicochemical methods of removing toxic CYN through 
the drinking water treatment process. UV irradiation 

catalyzed by titanium dioxide (TiO2) (Chen et al., 2015; 
Camacho-Muñoz et al., 2020), ozonation (Yan et al., 2016), 
catalytic wet peroxide oxidation (Munoz et al., 2019), 
non-thermal plasma approaches (Schneider et al., 2020) 
and electrolysis approaches (Bakheet et al., 2018) have 
been tested as effective in removing CYN. Although such 
physicochemical methods have proven to be effective in 
removing CYN, their high operational and maintenance 
costs have become a significant constraint in their 
application, specially in local drinking water treatment 
processes in developing countries. 

 Therefore, biodegradation is now accepted as the 
most efficient, cost-effective, and environmentally 
friendly method of removing cyanotoxins. Even so, there 
is limited information available on CYN biodegradation. 
Wormer et al. (2008) showed that biodegradation of 
CYN produced by Aphanizomenon ovalisporum is not 
achieved by the co-occurring natural bacterial community 
within 40 days, and concluded that previous exposure of 
bacteria to CYN has no effect on their ability to degrade 
the toxin. In contrast, several successful degradation 
studies have been reported lately. During the study of Ho 
et al. (2012a) the biodegradability of five cyanobacterial 
metabolites was tested and the ease of biodegradation 
was achieved in the order of MC-LR (Microcystin-LR) 
≥ CYN > saxitoxins > geosmin ≥ 2- methylisoborneol. 
Maghsoudi et al. (2015) studied the simultaneous 
biodegradation of MC-LR, MC-YR, MC-LY, MC-LW, 
MC-LF, and CYN using particulate attached bacteria 
and phycocyanin in clarifier sludge of a drinking water 
treatment plant and a drinking water source in Canada. In 
this study, CYN was degraded with a half-life of 6.0 days 
in the sludge, but it was not degraded in the lake water 
samples. In contrast, Ho et al. (2012b) found that CYN 
was biodegradable in a tested source water in Australia, 
along with MC-LR, saxitoxins, and geosmin and the 
order of ease of biodegradability was reported as MC-LR 
> CYN > geosmin > saxitoxins. This study has supported 
the fact that the biodegradation of CYN occurs in waters 
with historical exposure to blooms of CYN producing 
cyanobacteria. 

 Besides, Mohamed & Alamri (2012) reported 
successful biodegradation of CYN using a Bacillus strain 
(AMRI-03) isolated from cyanobacterial blooms, which 
was previously reported as an MC degrader. Growth of 
the bacteria is observed in the presence of CYN, and 
the development has increased with an increasing initial 
concentration of CYN. Consequently, the researchers 
concluded that complete degradation of CYN depends 
on the initial toxin concentration. Complete degradation 
in this experiment occurred after six days at the highest 
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concentration (300 μg/L) compared to 7 and 8 days at 
lower concentrations (10 and 100 μg/L) and the highest 
rate of degradation (50 μg/L/day) was reported for the 
highest initial concentration. Moreover, Dziga et al. 
(2016) reported a 25% removal of CYN within 6 days 
of incubation with Aeromonas sp. isolated from Lake 
Rusałka, Poland. The effects of pH and temperature 
were studied too here, and CYN removal was reported 
as 47 and 49% at 20 and 300C, respectively, and 48.9 
and 41.5% at pH 6.5 and 8.0, respectively. Based on 
such literature, it is clear that the majority of the studies 
on CYN biodegradation have utilized microorganisms 
which previously showed the ability to degrade MCs 
and nodularin (Mohamed & Alamri, 2012). Nonetheless, 
the inadequate CYN degradation rates of these bacterial 
strains make them inappropriate for environmental 
applications. Therefore, it is important for researchers 
to focus more on CYN biodegradation, since this might 
become a huge environmental issue in the upcoming 
years without proper management. 

 The objective of the present study is to determine 
the efficacy of degrading CYN by four bacterial strains 
namely, Bacillus cereus-S (BC-S), Bacillus cereus-Y 
(BC-Y), Micrococcus luteus (ML-M), and Alcaligenes 
faecalis (AF-M) which were previously proven to 
degrade several other environmental pollutants including 
pesticides (Geed et al., 2017), dyes (Thakur et al., 2014; 
Ekanayake & Manage, 2017), polycyclic aromatic 
hydrocarbons (Liyanage & Manage, 2016; Dharmadasa 
et al., 2017; Idroos & Manage, 2017) and antibiotics 
(Idroos & Manage, 2014). The BC-S strain employed 
in this study was isolated from the surface water of the 
Giradurukotte reservoir in Sri Lanka during a previous 
study and has been proven to degrade MC-LR completely 
within 8 days (Idroos & Manage, 2018). The other 
Bacillus strain used in this study, BC-Y, was previously 
isolated from crude oil contaminated surface water 
and identified as a hydrocarbon degrader (Liyanage & 
Manage, 2016). ML-M and AF-M, the two other bacteria 
employed in this study, were isolated from water and soil 
samples from textile wastewater in Sri Lanka (Ekanayake 
& Manage, 2020). Micrococcus luteus has been reported 
to have the ability to degrade environmental pollutants 
such as arsenic (Sher et al., 2020) and biphenyl (Su et al., 
2015). In contrast, Alcaligenes faecalis has been studied 
for its biodegradation ability on plastics (Caruso, 2015) 
and has been used in the treatment of hospital wastewater 
(Rashid et al., 2020).

MatERIaLS and MEthodS

Screening of CYN degradation using Bacillus 
cereus-Y, Bacillus cereus-S, Micrococcus luteus, and 
Alcaligenes faecalis

Four bacterial strains—two strains of Bacillus cereus 
named B. cereus-S (BC-S) and B. cereus-Y (BC-Y), 
M. luteus (ML-M), and A. faecalis (AF-M)—which 
have been isolated from previous studies (Liyanage & 
Manage, 2016; 2018; Idroos & Manage, 2018; Ekanayake 
& Manage, 2020) were tested to evaluate their ability to 
degrade CYN, following the method described by Manage 
et al., (2016) and Manage et al., (2009). A loop-full of 
each bacterial isolate was inoculated in 5 mL of sterile 
Lurial Broth (LB) and incubated overnight at 280C and at 
pH 7. The bacteria grown overnight were washed 03 times 
by adding equal volumes of 0.01 M phosphate-buffered 
saline (PBS), followed by centrifugation at 6000 rpm for 
20 min. The resulting pellet was re-suspended in 0.01 M 
PBS and kept overnight to remove residual carbon, if any. 
The cell suspensions were centrifuged at 6000 rpm for  20 
min, and the resulting pellet was washed three times using 
PBS (Manage, 2009). Then the optical densities of all 
bacterial suspensions were equalized (A590 = 0.35) using 
the UV-Vis spectrophotometer. Approximately 0.5 mL 
of the equalized bacterial suspension (approximately 
105 cells/mL) were inoculated into pure CYN purchased 
from Sigma Aldrich in sterile distilled water at a final 
concentration of 5 μg/mL. Triplicate samples were 
prepared for each bacterial strain and incubated at 28°C 
for 14 days. Sample aliquots (1000 µL) were removed at 
intervals of two days for 14 days, and the samples were 
frozen immediately at -200C. For the analysis of CYN, the 
samples were freeze-dried, reconstituted in 1 mL of 80% 
(v/v) HPLC grade methanol followed by centrifugation 
at 6000 rpm for 20 min and the supernatant was removed, 
filtered through a 0.2 μm nylon syringe filter and 50 μL 
of the sample were subjected to PDA-HPLC analysis 
(Idroos & Manage, 2018).

Detection of CYN using the high-performance liquid 
chromatography (HPLC) method

The remaining CYN in sub-samples were quantified 
using Agilent 1200 series High-Performance Liquid 
chromatography (HPLC) which was equipped with 
a diode array and fluorescence detector, following 
the method of Manage et al. (2018), with minor 
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modifications. The detection limit of the HPLC 
was 0.5 mg/L The injected volume was 20 μL, and 
chromatography was performed at 300C. The mobile 
phase consisted of a mixture of HPLC grade methanol 
(Component A) and Water (Component B), 0:100 (v/v) 
was pumped at the beginning at a flow rate of 0.3 mL/
min for CYN, followed by linear gradient elution of 
solvent B from 100% to 0%. The run time was set as 15 
min, and the detector was set at the range of 200-300 nm 
to monitor the column effluent. The standard retention 
time for the CYN peak is 2 min, and the concentration 

calculation was made using the equation given below.

Y = 43.433X + 11.945

where,

Y = Peak area (mAU) and X = CYN concentration 
(mg/L)

The relevant HPLC standard CYN (5 mg/L) peak is 
given in Figure 1.
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Figure 1 (A) UV chromatogram for 5 mg/L standard CYN toxin (B) UV spectrum for 5 mg/L 

standard CYN toxin 

 

Determination of CYN removal percentage 

The remaining CYN concentrations of subsamples were quantified, and the CYN removal 

percentages were calculated following the equation given below (Manage et al., 2009).  

Figure 1: (A) UV chromatogram for 5 mg/L standard CYN toxin; (B) UV spectrum for 5 mg/L standard CYN 
toxin

Determination of CYN removal percentage

The remaining CYN concentrations of subsamples were 
quantified, and the CYN removal percentages were 
calculated following the equation given below (Manage 
et al., 2009). 

CYN removal percentage = [(a-b)/a] × 100

where,

a = Initial CYN concentration
b = CYN concentration on sampling day

The average degradation rates at which each bacterial 
strain degraded CYN for different time periods 
of incubation were calculated using the following 
equation.
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The bacterial strain which showed the highest degradation was selected and the procedure was 

repeated for the selected bacterial strain under three different concentrations of CYN (5.0 mg/L, 

2.5 mg/L and 1.0 mg/L). 

Determination of Adsorbance of CYN into the Bacterial Cells 
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where,
h   = Average Rate of degradation (mg/L/day)
C0 = Concentration of CYN at the beginning (mg/L)
Ct  = Concentration of CYN at the end (mg/L)
t    = Time interval

The bacterial strain which showed the highest 
degradation was selected and the procedure was repeated 
for the selected bacterial strain under three different 
concentrations of CYN (5.0 mg/L, 2.5 mg/L and 
1.0 mg/L).

Determination of adsorbance of CYN on the bacterial 
cells

The potential adsorbance of CYN onto the bacterial 
cells were determined at the end of the 14 days of the 
incubation period. The remaining samples were filtered 
using a 0.45 μm filter to obtain the bacterial cells. Then the 
filter paper was cut into pieces and washed with distilled 
water to extract any cell bound CYN. The washing was 
repeated three times by periodic centrifugation and 
letting cell-bound CYN be dragged into it. The obtained 
samples were then subjected to Solid Phase Extraction 
(SPE). SPE was carried out using C18 ENV cartridge. 
The cartridges were attached to the vacuum manifold 
system and conditioned by passing 10 mL methanol and 
10 mL water through each. Then the samples were passed 
through the cartridges and eluted with 3 mL of 80% 
methanol. The eluted samples were collected in sample 
tubes and analyzed for the presence of CYN, using the 
HPLC. The control samples of the three experimental 
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concentrations containing CYN without bacteria were 
also subjected to this procedure.

Statistical analysis

One-way ANOVA was performed using Minitab 17 
software, during the initial study to select the suitable 
bacterial strain which would efficiently degrade CYN 
and during the latter study to find if there is a significant 
relationship between the initial concentration and the rate 
of degradation for the selected bacterial strain.

RESuLtS and dIScuSSIon

Selection of potential bacterial strain which degrades 
CYN

Starting with a value of 5.0 mg/mL, bacterial strains had 
different CYN degradation percentages. After 14 days, 
the percentage degradations for B. cereus-S (BC-S), M. 
luteus (ML-M), A. faecalis (AF-M), and B. cereus-Y 
(BC-Y) were reported to be 29.67 ± 0.24, 10.94 ± 0.28, 
9.09 ± 0.16, and 7.58 ± 0.14%, respectively. The control 
sample, which did not contain bacteria, only revealed 
a 1.45 ± 0.05% decrease in CYN, which could be 
attributed to natural degradation of the toxin due to the 
temperature. Considering this fact, the exact bacterial 
degradation was calculated by deducting natural 
degradation from the values obtained for each sample 
set. Accordingly, the real bacterial degradation values 
are 28.22, 9.49, 7.64 and 6.13% for BC-S, ML-M, AF-M 
and BC-Y respectively. The bacterial strains AF-M, ML-
M and BC-Y showed significantly lower degradations 
compared to the degradation of BC-S. This lack of 
CYN degradation by rest of the bacteria could be due 
to the inhibition of their growth by CYN, or because 
they might be possessing enzymes with low reaction 
kinetics. According to the results of one-way ANOVA, 
there are significant differences (p < 0.05) between the 
percentage degradations of all the bacterial strains and 
the highest mean value of percentage degradation was 
obtained for BC-S. As a result, BC-S was chosen as a 
potential bacterial candidate for degrading CYN. Figure 2 
illustrates the reduction of the toxin by the four bacterial 
strains throughout 14 days of degradation study.

Degradation of different CYN concentrations by the 
bacterium B. cereus-S (BC-S)

Under three different initial concentrations of CYN, 
the degradation kinetics of the selected bacterial strain, 
BC-S, were studied (5.0, 2.5, and 1.0 mg/L). For a 
14-day incubation period, the degradation kinetics 

were calculated every two days. At the end of the 14-
day incubation period, different amounts of CYN were 
detected in each sample (5.0, 2.5, and 1.0 mg/L). BC-S 
degraded 39.06 ± 2.43% of 1.0 mg/L CYN after 14 days 
of incubation at 280C, while 34.22 ± 1.25% and 26.35 
± 0.40% of CYN were degraded in the 2.5 mg/L and 
5.0 mg/L samples, respectively. In all three samples, 
CYN concentrations were gradually declining at different 
rates. The removal patterns of CYN by BC-S at different 
concentrations suggest that high initial concentrations of 
CYN will result in comparatively low degradation rates. 
During the incubation period, there was no significant 
loss of CYN in the sterile controls, and only 2.23 ± 0.15, 
1.97 ± 0.15, and 1.63 ± 0.08% decreases were found in 
the 1.0, 2.5, and 5.0 mg/L control samples, respectively. 
Accordingly, the natural degradations were deducted 
from the obtained values in order to determine the exact 
bacterial degradation. After the reduction the obtained 
values were 24.72, 32.25 and 36.83% for 5.0, 2.5 and 
1.0 mg/L samples respectively. The remaining CYN 
percentages of the three samples, 5.0, 2.5, and 1.0 mg/L, 
and the relevant control samples, are displayed against 
the incubation day in Figure 3. The graphs show a clearly 
declining CYN trend as the incubation day advances.

 The average degradation rates were also calculated 
every two days, and it was found that the average rates 
changed throughout the incubation period. This variation 
in rates of degradation could be attributed to fluctuations 
in enzyme activity during different phases of bacterial 
growth. The highest average rates were recorded for the 
5.0 mg/L (0.02 ± 0.01 mg/L/day), 2.5 mg/L (0.04 ± 0.01 
mg/L/day), and 1.0 mg/L (0.05 ± 0.00 mg/L/day) samples 
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Figure 2: Remaining CYN after incubating the four bacterial strains 
under 28°C for 14 days with 5.0 mg/L CYN. When error 
bars are not shown, the standard deviation is less than 
the width of the symbol. (Closed diamond; Bacillus 
cereus-S, closed circle; Bacillus cereus-Y, closed triangle; 
Micrococcus luteus, closed square; Alcaligenes faecalis 
and open circle; Sterile control). 
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on the 12th, 8th, and 6th days of incubation, respectively. 
The average degradation rates determined for the three 
CYN concentrations are illustrated in Figure 4.

rate (0.05 mg/L/day) was obtained for a 1.0 mg/L initial 
concentration, whereas the lowest (0.02 mg/L/day) was 
obtained for a 5.0 mg/L initial concentration. As a result, 
the degradation rate at lower initial CYN concentrations 
has become significant.

Figure 4: Average rates of CYN degradation under different 
concentrations of by the bacterial strain Bacillus cereus-S 
after incubating at 28°C for 14 days. When error bars are 
not shown, the standard deviation is less than the width of 
the symbol. (closed circle; 1.0 mg/L CYN, closed triangle; 
2.5 mg/L CYN, closed square; 5.0 mg/L CYN)14 
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Figure 3: Remaining CYN percentages after degradation by the 
bacterial strain Bacillus cereus-S under (A) 5.0 mg/L, 
(B) 2.5 mg/L, and (C) 1.0 mg/L initial CYN concentrations 
after incubating at 28°C for 14 days. When error bars are 
not shown, the standard deviation is less than the width of 
the symbol. (closed circle -sample treated with bacteria, 
open circle – control sample).

Based on the results of the one-way ANOVA analysis 
of the initial CYN concentrations (1.0, 2.5, and 
5.0 mg/L) (all the P values were less than 0.05) there is a 
relationship between the initial CYN concentrations (1.0, 
2.5, and 5.0 mg/L) and the average rates of degradation. 
According to the results, the highest mean degradation 

The reason for this result can be attributed to several 
external and internal factors. The availability of the 
substrate is a main factor for any enzymatic bacterial 
degradation. The enzyme-substrate reaction might be 
limited due to the availability of limited number of 
active sites in the enzyme. It can be hypothesized that 
once the enzyme is saturated with the substrate, the rate 
of reaction might reduce. It is important to note that 
the specific mechanisms underlying the degradation of 
CYN by Bacillus cereus may involve factors such as the 
presence of co-metabolites, genetic variations among 
bacterial strains, and environmental conditions. Further 
research is necessary to gain a more comprehensive 
understanding of the exact reasons for the observed 
pattern in degradation rates.

 During the study of Mohamed & Alamri (2012) using 
Bacillus strain (AMRI-03) for degrading three different 
CYN concentrations (300, 100, and 10 μg/L), it was 
found that the average rate of degradation increases with 
increasing initial concentration. In contrast, the present 
study indicates an increase in average degradation rate 
with decreasing initial concentration. Both studies 
conclude that the average degradation rate depends on the 
toxin’s initial concentration, although the observations 
between the two studies are contradictory. Furthermore, 



Cylindrospermopsin biodegradation   657

Journal of the National Science Foundation of Sri Lanka 51(4) December 2023

both Mohamed & Alamri (2012), and the present 
study also used Bacillus sp. and reported significant 
CYN degradation rates. This reveals an important fact: 
Bacillus sp. can be exploited as a promising CYN 
degrader. 

 Furthermore, in the present study, the maximum 
average degradation rate employing BC– S was 
47.9 μg/L/day for 1000 μg/L (1 mg/L) CYN 
concentration. Yet, Mohamed & Alamri (2012), found 
the highest average rate of CYN degradation by Bacillus 
sp. to be 50 μg/L/day for 300 μg/L CYN concentration. 
The present study achieved a noticeably higher average 
degradation rate of CYN toxin, even under a higher 
CYN concentration compared to the previous studies. 
This finding offers valuable insight into developing an 
effective means of degrading CYN toxin through method 
optimization.

 Although the HPLC analysis reported a reduction of 
the toxin during 14 days of incubation, it was uncertain 
whether this reduction was actually a degradation or 
due to the toxin’s adsorbance on the bacterial cells. 
Therefore, a further study was conducted to determine 
the potential adsorbance of CYN on bacterial cells. No 
adsorbance was reported here, and it can be concluded 
that the toxin reduction was solely due to a degradation 
process occurring within the bacterial cells.

concLuSIon and REcoMMEndatIonS

The study aimed to develop a viable method for 
degrading the CYN toxin by employing native bacteria. 
It was found that Bacillus cereus-S is an excellent 
degrader of CYN, with the greatest degradation rate 
of 0.05 ± 0.00 mg/L/day on the 6th day when CYN 
was introduced in 1.0 mg/L concentration, per the 
biodegradation study. The degradation rates reported in 
the present study are greater than previously documented 
values, despite the high initial CYN concentrations used. 
Therefore, it is concluded that Bacillus cereus-S is a 
promising candidate for the degradation of CYN toxin 
in water sources during the water treatment process, 
ensuring that consumers receive safe drinking water. 

 The reported bacterial degradation could be improved 
by optimizing environmental parameters, particularly 
those that affect the growth and activity of bacteria, such 
as temperature, pH, light, and nutrients. Additionally, 
providing a suitable substrate for the bacteria to attach to, 
such as biochar, would impact its degradation efficiency. 
According to literature, such bacterial degradations 
are enzyme-driven mechanisms, with enzymes that 

can function within or outside the cell. Hence, further 
research is necessary to identify the enzymatic activity 
of this bacteria, which will pave the way for enzymes 
to be isolated from the bacteria and applied in the field. 
This could minimize the adverse effects of introducing 
bacteria itself, as it would have other consequences, 
such as competition with native species. Furthermore, 
it is necessary to identify other factors which specially 
affect the rate of degradation of the toxin by the selected 
bacteria and their limitations. Moreover, the intermediate 
products of this biodegradation route must be researched, 
as the intermediate compounds can sometimes be 
beneficial or harmful.
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Abstract: Trees are found in various formations, ranging 
from individual trees to randomly occurring tree clusters and 
systematically established tree plantations, as well as natural 
forests. Accurate information about trees, their distribution 
and density is crucial for the development of national policies, 
strategies, and management decisions related to tree planting, 
and environmental management. While some organizations 
and individuals have mapped forests, home gardens, and trees 
outside forests at different scales, the lack of comprehensive 
and systematic spatial distribution data on trees and tree 
cover density in Sri Lanka has been a significant challenge 
for policymakers. To address this issue, this study utilized the 
tree cover mapping (TCM) tool developed by U.S. Geological 
Survey. High-resolution images were visually interpreted 
within a geographic information system interface to map tree 
cover. The TCM tool employed a systematic sample grid, with 
a sampling interval of 200 m. The study encompassed 1.64 
million sampling units, and mapping and interpretation were 
conducted at a scale of 1:3000. The resulting tree density map 
had a resolution of 200 m. Results show that 78% of the country’s 
land area has a tree cover density exceeding 10%, resembling 
open and sparse forests, while 64% of the country exhibits a 
tree cover density exceeding 40%, comparable to dense forest 
areas. The study found that although forest cover was limited 
in districts such as Colombo, Gampaha, and Jaffna, these areas 
still displayed a significant level of tree cover density, offering 
services and functions similar to those provided by forests.

Keywords: Canopy density, Sri Lanka, tree cover, tree 
density. 

IntRoductIon

The world’s forests have undergone significant 
modifications due to human activities, resulting in the 
conversion of large forest areas into smaller, fragmented 
patches (Haddad et al., 2015). This transformation is 
primarily driven by population growth (FAO, 2015), 
leading to the creation of diverse landscapes where trees 
can be found in various situations and spatial patterns 
(de Foresta et al., 2013). They comprise tree formations 
ranging from individual trees in various places to 
systematically managed tree plantations and natural 
forest areas (Kleinn, 2000; de Foresta et al., 2013). In 
this context, Sri Lanka is not an exceptional country as 
the country’s forest cover has been depleted to 29.2% 
(Premakantha et al., 2021), and exhibits fragmented 
forests interspaced within agricultural, urban, and built-
up areas. This trend of diminishing forest extent and 
increasing tree presence in non-forest areas is observed 
throughout the tropics (FAO, 2005). A ‘tree’ can be 
defined as a woody perennial with a single self-supporting 
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main stem, with a minimum height of 5 m (Nicholson 
& Clapham, 1975; Thomas, 2000). Trees, including 
bamboo and palms, provide various environmental 
services categorized as provisioning, regulating, cultural, 
and supporting services (MEA, 2005). The products and 
services offered by trees are generally consistent across 
different land use types, although their abundance and 
intensity can vary depending on the specific land use 
(de Foresta et al., 2013). Hence, while conserving the 
existing limited extent of natural forests in the country, 
it is essential to obtain products and services which are 
provided by forests from trees outside forests also.

 Tree canopy cover density is a primary structural 
characteristic (Coulston et al., 2012) that is important 
for forest landscapes including forest plantations as 
well as non-forest landscapes such as urban lands, 
home gardens, tea (Camellia sinensis), rubber (Hevea 
brasiliensis), coconut (Cocos nucifera), and other 
agricultural lands. Tree cover density, referred to as 
tree canopy coverage or crown cover, is defined as the 
proportion of the forest or land-use floor covered by the 
vertical projection of the tree crowns, which is a critical 
aspect of forest management activities (Jennings et al., 
1999). Tree cover density products represent the level of 
tree canopy density coverage on a scale of 0 (no trees) to 
100% (full canopy coverage) (EARSC, 2015; Cotillon & 
Mathis, 2016). The amount of tree cover is a fundamental 
component of the landscape, which is directly related 
to environmental services provided, including carbon 
sequestration (Kellndorfer et al., 2006; Suganuma et al., 
2006), atmospheric cooling (Shashua-Bar & Hoffman, 
2000; Shashua-Bar et al., 2011), maintaining stream 
water temperatures (Webb & Crisp, 2006), stormwater 
mitigation and erosion control (Bartens et al., 2009), air 
pollution mitigation (Nowak et al., 2008; 2018; John 
et al., 2012), reduced energy use (Hsieh et al., 2018), 
habitat provision (Burghardt et al., 2009), increased 
property values (Escobedo et al., 2015), and reduced 
mental fatigue (Houlden et al., 2018). 

 Despite the significance of trees and their products 
and services, comprehensive global documentation of 
their spatial distribution, volume, and value remains 
inadequate in official statistics (Warner, 2000; Thomas 
et al., 2021). However, obtaining reliable information 
on the spatial distribution, density, species composition, 
quality, and temporal changes of trees is essential for 
developing national policies, strategies, and management 
decisions, as well as monitoring their impacts (Bradshaw, 
2012; Hansen et al., 2013; Thomas et al., 2021).

 Accurately mapping and monitoring tree cover across 
extensive areas poses a significant challenge (Fisher 

et al., 2016). While ground surveying provides the most 
precise method, its use is limited due to cost and time 
constraints (Kleinn, 2000). Even though several remote 
sensing-based methodologies have been developed to 
generate information on tree cover across large spatial 
extents, most data are based on satellite sensors with 
resolutions too coarse to observe isolated trees or 
regeneration of trees, or both (Cotillon & Mathis, 2016).

 For instance, in dry land regions like the Sahel in 
Africa, where trees are scarce, traditional satellite-
derived methods struggle to accurately map tree cover 
(Cotillon & Mathis, 2016). However, the application 
of the Support Vector Machine (SVM) approach using 
Sentinel-2 satellite images has shown great promise 
in accurately mapping tree cover and assessing their 
potential, achieving over 96% accuracy (Mirończuk & 
Hościło, 2017). Comparative studies have demonstrated 
SVM’s superiority over other classifiers, such as 
conventional k-Nearest Neighbour (kNN) and radial 
basis neural network (Melgani & Bruzzone, 2004).

 Although Sri Lanka has produced land use maps that 
include forest cover and home garden areas (LUPPD, 2020; 
Premakantha et al., 2021; Gunawardena & Fernando, 
2022), as well as certain systems of trees outside forests 
(Premakantha et al., 2008), comprehensive information 
on tree cover density and its distribution across different 
land use types and the stream network is currently 
unavailable. This knowledge gap is a fundamental 
requirement for sustainable planning, implementation, 
and monitoring of tree planting programmes to maximize 
ecological, economic, and social benefits. Therefore, 
the objective of this study is to estimate the extent and 
spatial distribution of tree cover density in Sri Lanka, 
considering forest cover, various land use types, and the 
stream network. High-resolution satellite imagery will be 
utilized to map tree cover density and identify potential 
areas for tree planting and management beyond forest 
areas.

MatERIaLS and MEthodS 

Accurately mapping the extent of tree cover in large areas 
presents challenges due to the limitations of satellite-
derived data with coarse resolutions. However, the Tree 
Cover Mapping (TCM) tool (Figure 1), developed by the 
U.S. Geological Survey Earth Resources Observation 
and Science Centre (Cotillon & Mathis, 2016), offers 
the facility to estimate tree cover. The TCM tool usually 
(1) facilitates the process of panning and zooming into 
each sample; (2) facilitates estimation of the amount of 
tree cover within a specific sampling frame by placing 
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a grid of calibration points on each sample; (3) makes it 
compatible with Google Earth, and (4) generates a map 
based on the sample points (Cotillon & Mathis, 2016). 
This ArcGIS add-on utilizes high-resolution imagery and 
visual interpretation to facilitate large-scale tree cover 

mapping. The TCM tool enables the estimation of tree 
cover within a defined sampling frame by placing a grid 
of calibration points on each sample. It also integrates 
with Google Earth to synchronize location and extent 
information for mapping purposes.

To map tree cover using the TCM tool, a systematic 
sampling grid was established over the study area. This 
grid, created using the ‘Create Fishnet’ Arc Toolbox, 
consists of regularly spaced intervals and defines the 
resolution and precision of the output map. The two 
layers were created over the study area: a point layer, 
which was the sample grid, and a polygon or polyline 
layer that can be deleted. The sample frame’s area is 
4 ha and its width is 200 m. Hence, the resolution of the 
tree density map is 200 m.  High-resolution imagery is 
used for tree cover mapping, typically at a scale ranging 
from 1:6000 to 1:2000, depending on the desired level 
of precision, confidence, and effort dedicated to the 
mapping exercise.

 In this study, a sample grid layer comprising more 
than 1.6 million grids covering the entire island of 

Sri Lanka was visually interpreted to estimate tree cover 
density. Skilled remote sensing technicians conducted 
this interpretation. A Tree Cover field was created in the 
attribute table of the sample grid layer to record the tree 
cover value for each sample. The value was estimated 
based on the number of dots touching the canopy of a 
tree within the sample frame as shown in Figure 2.

 Once all the sample grid points were attributed, 
the systematic sample grid was converted to a raster 
format. This conversion allows for further analysis using 
geographic information system (GIS) techniques such 
as Zonal Statistics and Heatmaps using Kernel Density 
or Point Density functions. The accuracy of mapping 
was assessed through manual validation using Google 
Earth Street view images for ground truthing purposes, 
resulting in an accuracy rate exceeding 90%.

Figure 1: Tree cover density mapping parameters in Tree Cover Mapping Tool 
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Figure 1: Tree cover density mapping parameters in Tree Cover Mapping Tool. 
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Figure 2: The method of assessing percent of tree canopy cover within each sample frame

To create tree cover density maps for different land use 
types, widely used categories that include significant 
tree components were selected. These categories were 
based on the land use classifications of the Survey 
Department of Sri Lanka and the Land Use Policy 

Planning Department (LUPPD). The selected land use 
categories included tea, coconut, and rubber plantations, 
agricultural areas, grasslands, home gardens, forests, 
and built-up areas, each contributing varying tree cover 
densities that support different ecosystem functions.
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RESuLtS and dIScuSSIon

The tree cover density map of Sri Lanka produced using 
the Tree Cover Mapping Tool based on administrative 
districts of the country is given in Figure 3. As of the 
assessment, 78% of the land area of the country has more 
than 10% tree cover density, which is similar to the open 
and sparse forests category, while 64% of the country has 
more than 40% tree cover density, which is similar to 
the dense forest category. This study reveals that the tree 

cover density in Sri Lanka is high (64%) compared to 
Nepal (44.9% in 2016; Fox et al., 2019), India (36.18% 
in 2021; ISFR, 2021), Bangladesh (21% in 2014; Potapov 
et al., 2017) and New South Wales, Australia (27.11% in 
2016; Fisher et al., 2016). The spatial distribution of the 
tree cover density map indicates that it is well-distributed 
throughout Sri Lanka, and may be offering goods and 
services spreading equally through the entire country, 
especially in areas with limited natural forest cover 
(Figures 3).

 

 

 

 

 

 

Figure 3: Tree cover density map based on administrative districts of Sri Lanka
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Figure 4 illustrates the distribution of areas with tree 
density similar to non- or low forest areas (0–10%) and 
those similar to forests (11–40% and 41–100%) in each 
district, as of FAO (2012) definition used to define a 
forest. This information highlights the significant roles of 
tree cover in providing ecosystem services comparable to 
forests in districts where natural forest cover is limited. 
For example, in Gampaha, Colombo, Kurunegala, and 
Jaffna, the natural forest cover is limited to 1.6%, 2.9%, 
4.5%, and 4.7%, respectively (Premakantha et al., 
2021), but tree cover density is substantial (Figure 4). 
Additionally, Kegalle (97%), Kurunegala (90%), Matara 
(89%), and Ratnapura (89%) districts have larger areas 
with relatively high tree cover densities (11–100%), 
while Batticaloa (68%), Jaffna (66%), and Kilinochchi 
(59%) districts have relatively large areas with low tree 
cover density (0–10%) (Figure 4). These data emphasize 
the importance of assessing different land use categories 
and their tree utilization in each district and province for 
effective planning of tree planting and environmental 
conservation proposals.

 Figure 5 provides the spatial distribution of tree 
densities in different land-use systems that include 
trees as a major component. The results of the study 
revealed that the tree cover density varies significantly 
among land-use systems. Areas where rubber is grown 
on a commercial scale exhibit high tree cover density 
(41–100%) similar to that of forests, justifying the 
inclusion of it into forest cover in the FAO definition 
(FAO, 2005). Similarly, coconut plantations too have a 

higher tree density. Agricultural areas, grasslands, and 
built-up areas have over 50% their land area with low 
tree densities (0-10%). As indicated by MEA (2005), 
Premakantha (2015), and Tassera et al. (2020), different 
land use type performs different functions at varying 
magnitudes that are important for human well-being and 
environmental conservation. Therefore, all land use types 
have a certain value in terms of provisioning ecosystem 
services and goods under the current land use system of 
the country. By changing the special composition and 
structure of the tree components, their capacity can be 
greatly improved. Hence, correct interventions should be 
chosen or else they might hinder the performance of any 
land use type in terms of environmental services.

 The Food and Agriculture Organization (FAO) 
defines ‘forest’ as a portion of land bigger than 0.5 ha 
with trees higher than 5 m and a tree canopy cover of more 
than 10%, or with trees that will be able to meet these 
criteria. It does not include land that is predominantly 
under agricultural or urban land use. However, Trees 
Outside the Forests (TOFs) which includes agricultural 
(tea, coconut and rubber plantations, home gardens, and 
other agroforestry systems) and urban lands play a major 
role in providing ecosystem services under the present 
land use system of the country. This is important for the 
districts such as Kurunegala, Gampaha, Kalutara, and 
Colombo, where natural forest cover is limited and tree 
cover is high in performing major functions similar to 
forests.

Figure 4: District level distribution of low (0-10%), medium (11-40%) and high tree cover densities (41-100%) of Sri Lanka
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Figure 5: Distribution of tree cover densities in main land use classes in Sri Lanka. 
 Note: Scale of an A4 size map is 1:1,800,000 
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Figure 5: Distribution of tree cover densities in main land use classes in Sri Lanka. 
Note: Scale of an A4 size map is 1:1,800,000.  
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Figure 6 displays the forest cover map overlaid on the 
tree cover density map, as well as the stream density map 
overlaid on the tree cover density map in Sri Lanka. The 
forest cover map shows that the forest area is only 29.2% 
(Premakantha et al., 2021). However, there are other 
types of land use with tree cover densities greater than 
10%, but they do not qualify as forests because they do 
not meet the other criteria of the FAO. Deforestation due 
to various drivers takes place continuously leading to the 
fragmentation of forests in Sri Lanka and elsewhere. In 
this regard, the tree cover density map helps to determine 
the best suitable area for connecting fragmented forests 
taking into account the proximity and type of land use 
and their tree cover density. The stream network map 
shows high tree cover density in most areas but low 
density in certain areas that require interventions to 
increase tree cover (Figure 6). Hence, attention should 
be given to such areas in tree planting campaigns. Sri 
Lanka is blessed with a network of over 100 streams, 
which is distributed across all land use categories. 
Stream bank vegetation, called riparian, is an ecosystem 
situated between aquatic and terrestrial environments, 
and is a relatively narrow strip of land along the bank of 
a river. The riparian systems along the river/stream banks 
function to reduce soil erosion by trapping sediments and 

minimizing bank erosion, to filter nutrients and pollutants, 
to stabilize surrounding ecosystems by shading, reducing 
temperature, and adding organic matter, to recharge 
groundwater and reduce floods (Debano & Schmidt, 
1990; Naiman & Decamps, 1997; Pusey & Arthington, 
2003). Further, healthy riparian vegetation can also 
provide significant habitats for flora and fauna and 
aesthetic value to the environment. Thus, proper planning 
and implementation of tree planting with suitable species 
for a given environment can be facilitated and monitored 
with maps of tree density along the stream network of 
Sri Lanka.

 Planting trees in forests as well as outside forests 
is a major topic of discussion today as the impact of 
climate change can be seen and felt around the world. 
Historically, numerous tree-planting programmes by 
various organizations have been implemented, but their 
success is questionable. Planting trees without a clear 
objective, lack of proper planning and coordination 
among institutions, use of unsuitable species, and lack of 
follow-up activities and maintenance programmes have 
been identified as the main reasons for the failure of tree-
planting programmes in Sri Lanka. Thus, increasing tree 
cover and tree density has to be planned and implemented 
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Figure 6: The maps of forest cover overlaid on tree cover density (left) and stream densities 
overlaid on tree cover density map (right) of Sri Lanka 
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wisely, otherwise resources could be wasted without 
achieving expected targets. Therefore, the tree component 
of each land use type needs to be identified, before 
deciding on interventions to change species composition, 
structure, density, and tree management, hence functions. 
Such kinds of planning and intervention will enhance 

the tree cover further, achieving ecological, economic, 
and social benefits. As demonstrated by examples from 
various locations, such as the successful case in Nepal 
(Fox et al., 2019), proper planning and implementation 
of tree planting campaigns can result in a doubling of tree 
cover within a period of 24 years.

Tree cover density and its implication on land use 
planning and policy decisions

Different land use types have several tree components 
and their functionality varies greatly depending on their 
location, composition, and management (Premakantha, 
2015). The tree cover density of major land use types 
used in this study is presented in Figure 7. To maximize 
the ecological, economic, and social benefits of trees 
and land use types, it is crucial to investigate the spatial 
distribution of each land-use type along with tree density 
distribution, social structure, and strategies for increasing 
tree presence in the system. This may involve adding 
more trees to the system, replacing or substituting trees 
based on community or national goals, and providing 

appropriate guidelines to align with the existing system. 
Moreover, the perception of tree resources outside forests 
varies among stakeholders representing agriculture, 
forestry, irrigation, urban, and suburban land uses. 
Consequently, planning tree inventories outside forests 
poses several challenges compared to forest inventories 
(Schnell et al., 2015). As suggested by Crowther et al. 
(2015), establishing tree planting targets and assessing 
the proportionate contribution of such projects require a 
solid baseline understanding of current and potential tree 
populations at sub national, national, regional, and global 
scales. In Sri Lanka, this baseline assessment based on 
different land use categories, where objectives of tree 
planting and stakeholders’ interest align closely, is yet to 
be determined.

Figure 7: Distribution of tree cover density categories of major land use types in Sri Lanka
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Figure 7: Distribution of tree cover density categories of major land use types in Sri Lanka. 
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Tea plantations

The tea-growing districts of Sri Lanka include Nuwara 
Eliya, Kandy, Badulla, Matale, Kegalle, Galle, Matara, 
and Ratnapura. Figure 5 illustrates the distribution of 
tree cover density in these tea plantation areas. Within 
tea plantations, various tree components serve different 
purposes: shade trees within tea cultivation, riparian 
vegetation along streams, natural forest patches, forest 
plantations, and trees planted along roadsides and around 
offices and resident areas of workers. This study reveals 
that the tree cover density in tea plantations is lower 
compared to other major plantation crops such as coconut 
and rubber (Figure 7), despite the presence of visible tree 
components in certain areas of tea plantations. However, 
incorporating multi-purpose trees and fruit trees like 
apples (Malus domestica) and pears (Pyrus communis) 
in the upcountry region and jackfruit (Artocarpus 
heterophyllus) in low country areas, as shade trees or 
planted along borders, offices, and residential areas can 
contribute to food and environmental securities. In some 
cases, tea plantations also contain isolated forest patches, 
requiring a forest management plans for the Regional 
Plantation Companies when natural forest patches 
or forest plantations coexist within tea plantations. 
Selecting suitable areas and seed sources for establishing 
forest plantations, along with appropriate silvicultural 
practices, can enhance timber production and carbon 
sequestrating. Additionally, degraded areas can be 
utilized for establishing fuelwood or biomass blocks, as 
tea plantations heavily rely on fuelwood for tea drying 
and cooking by the plantation community. Furthermore, 
in tea plantations where riparian or stream banks directly 
adjoin tea fields without a buffer strip, incorporating 
appropriate shrubs, trees and other species such as wild 
sugarcane as a buffer strip can prevent stream bank 
erosion and washing of nutrients, conserving biodiversity 
while supporting tea production.

Coconut plantations

Currently, coconuts are grown in the coconut triangle, 
which comprises Colombo, Puttalam, and Kurunegala 
but spatially extends beyond these districts and also in the 
dry zone of Sri Lanka. Figure 5 illustrates the distribution 
of tree cover density of these coconut plantation areas. 
Although coconut cultivations generally have a high 
tree density, their function as a habitat is limited due to 
monoculture practices. Nonetheless, certain areas within 
coconut plantations exhibit visible tree components, 
including intercropped perennial trees, patches of natural 
forests, forest plantations, roadside plantings, and trees 
surrounding office premises and residential areas for 

workers. Increasing tree density is crucial to optimize 
the lands under coconut more efficiently in a way that 
creates more economic, social, and environmental 
benefits. Kurunegala Plantation Limited has successfully 
demonstrated the feasibility of incorporating additional 
tree species into coconut cultivation. They have 
introduced trees such as durian (Durio zebethensis), 
jackfruit, rambutan (Nephelium lappaceum), mango 
(Mangifera indica), and gliricidia (Gliricidia sepium), 
with pepper (Piper nigrum), cloves (Syzygium 
aromaticum), cinnamon (Cinamomum zeylanicum), and 
annuals such as turmeric (Curcuma longa) in various 
mixtures. This approach, including roadside plantations, 
has proven to be successful, resulting in increased 
revenue for the company and generating additional 
employment opportunities (Samarakoon et al., 2023). The 
company plans to further expand the agroforestry area by 
incorporating more tree species into coconut plantations. 
Augmenting tree cover density in coconut plantations will 
not only contribute to increased agricultural productivity 
but also yield environmental benefits. These include 
carbon sequestration and establishment of biological 
corridors to connect fragmented forests.

Rubber plantations

The districts where rubber is grown in Sri Lanka 
are Colombo, Galle, Gampaha, Kalutara, Kandy, 
Kegalle, Matale, Matara and Ratnapura, and recently 
in Moneragala (Figure 5). Although rubber plantations 
are not officially classified as forests in Sri Lanka, 
they meet the definition of forest according to the FAO 
(FAO, 2005) because their structure is similar to forests, 
albeit cultivated as monoculture stands. Consequently, 
they fulfil most functions of forests. Rubber cultivation 
plays a significant role in the Sri Lankan economy, 
contributing to foreign exchange earnings, employment 
generation, and environmental protection. However, 
there are limited opportunities to increase the tree cover 
in rubber plantations, except during the early years when 
intercropping with certain tree crop species is possible. 
Nevertheless, opportunities exist to enhance tree density 
along stream banks, around office premises, residential 
areas of workers, forest plantations, and natural forest 
patches (Figure 7).

Home gardens

The expansion of home gardens in Sri Lanka has been 
driven by population growth, resulting in approximately 
18% of the country’s coverage being occupied by home 
gardens (Figure 5; Pushpakumara et al., 2012; LUPPD, 
2020). Home gardens are a crucial element of the rural 
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community, offering functions similar to forests. In home 
gardens, variations in species composition of trees and 
their structure can be observed based on their location, 
including the front yard, back yard, fence, and around 
the water sources. Increasing tree density in home 
gardens can be achieved through scientific approaches, 
such as adding more trees to the system. Additionally, 
management of existing trees involves pruning unwanted 
and diseased branches, while thinning helps remove 
weak trees (those that are dying, diseased, decayed, 
damaged, or have broken tops), allowing healthier trees 
to grow faster and reducing competition for growth. 
When timber volume ceases to increase due to maturity 
or death, replacement of trees with the same species 
can be carried out, especially for economically valuable 
trees. Furthermore, non-economic trees can be removed 
and replaced with high-yielding tree species.  In areas 
with low tree density, tree introduction can also be 
practiced (Pushpakumara et al., 2012). Increasing trees 
in home gardens contributes to improved food security, 
dietary diversity, micro-climate, and income for rural 
communities while enhancing environmental security 
and resilience in the region (Pushpakumara et al., 2012; 
Weerahewa et al., 2012; Lowe et al., 2021). There is 
significant potential to expand tree density in home 
gardens, as recent assessments indicate that approximately 
52% of home gardens in the country are underutilized 
(LUPPD, 2020). By analyzing the total number of home 
gardens and identifying those with available space for 
tree crops in each district or AGA division, it becomes 
possible to address issues related to food and nutritional 
security. Suitable species such as jackfruit, coconut, 
leafy vegetable species, fruit trees, etc. can be included 
in the system or dedicated tree crop villages (e.g., 
jackfruit village, durian village) can be established for 
commercial production, as previously practiced by the 
Department of Agriculture. Due to its extensive high-
canopy home gardens and its high biodiversity per unit 
area, Sri Lanka is exceptional in South Asia concerning 
tree cover density.

Grasslands

There are several types of grasslands, including patana 
(montane), savannah, and lowland grasslands. The 
composition of trees in these grassland types varies 
significantly based on the climate zone and the presence 
of biotic and abiotic disturbances (Figure 5; Figure 7). 
When increasing tree cover density in grasslands, careful 
planning is essential. Naturally occurring grasslands 
serve as habitats for birds and small animal species, as 
well as crucial feeding grounds for migratory birds and 
large animals such as elephants, deer, and buffaloes. 
Therefore, before preparing a plan to enhance tree 

density in the grassland system, it is crucial to identify 
the underlying causes that have led to concerns regarding 
the grasslands. In some cases, increasing tree density 
may require no interventions beyond addressing the 
driving forces that impact the grasslands. The Forest 
Department of Sri Lanka implements interventions such 
as assisting natural regeneration and planting trees where 
they are absent, or a combination of both, to increase 
the tree density in grasslands. Additionally, it is also 
possible to protect stream banks in grasslands by planting 
appropriate trees.

Agricultural areas

The agricultural sector plays a vital role in the economy 
of Sri Lanka, as over 70% of the rural population relies 
on agriculture for their livelihoods. Being an agricultural 
country, the cultivation of trees and crops is prevalent in 
almost all districts of Sri Lanka (Figure 5). Trees grown 
on agricultural lands serve important purposes such as 
facilitating nutrient recycling, controlling soil erosion, 
enhancing the micro-climate, and providing agricultural 
inputs such as green manure. In agricultural lands, it is 
essential to increase tree density in a manner that does 
not lead to competition with crops for vital resources 
such as sunlight, water, and nutrients. To achieve the 
optimal level of agricultural production and tree-based 
products, it is necessary to test various tree-crop models 
and introduce new species. Increasing tree density in 
agricultural areas is critical as it helps to connect isolated 
forest patches, thereby expanding the habitat range 
of numerous plant and animal species. This requires a 
comprehensive analysis of different agricultural systems, 
such as paddy-based systems, maize and other field crop-
based systems, fruit orchards, chena system, including 
their spatial distribution and the level of underutilization 
of lands (Figure 7). Additionally, planting trees along 
stream banks, tanks, and water bodies can offer further 
benefits. This holds particular significance in the village 
tank systems of Sri Lanka, where the traditional system 
operates with various tree-dominated sub-ecosystems 
such as catchment forests, tree belts, interceptors, 
and homesteads. Originally, human settlement was 
restricted to designated areas within these systems, but 
currently, settlements have expanded to multiple areas. 
Consequently, trees must play a crucial role in these 
expanded settlements.
Built-up areas

Built-up areas cover permanent buildings in urban 
and semi-urban regions, trees along streets, roads, and 
canals, as well as isolated trees within urban areas and 
a few forest patches left for recreation activities or as 
urban parks (Figure 5), and are exposed to a high level 
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of CO2 emissions. Trees play a crucial role in urban areas 
by improving the micro-climate, mitigating the urban 
heat island effect, reducing dust particles and alleviating 
noise pollution. Increasing tree density in urban areas 
may pose challenges beyond certain levels. However, 
through proper planning, areas such as urban parks, 
city roadsides, vehicle parking lots, sidewalks, street 
tree planting and space around water bodies have been 
identified as suitable for increasing tree density. It is 
important to emphasize that proper planning, including 
selection of the right trees for the right locations, and 
effective management practices such as the removal of 
weak and dead branches, and pruning of excess branches 
are essential for sustainability. These measures also help 
to minimize potential damage caused by trees during 
strong winds and heavy rain events.

Forests

As of 2021, Sri Lanka’s natural forest cover is at 29.2%, 
and although the rate of depletion and degradation has 
slowed compared to previous periods, it continues to 
decrease. Sri Lanka’s natural forest cover comprises a 
range of ecosystems, including savanna, mangroves, 
and forests of varying openness and density. This natural 
vegetation types exhibit diversity and are dispersed 
across the wet, dry and intermediate climate zones of 
the country. However, forest cover is predominantly 
concentrated in the Northern and Eastern provinces and 
the central hills (Figure 5). In order to fulfill its Nationally 
Determined Contribution (NDC) to the United Nations 
Framework Convention on Climate Change (UNFCCC), 
Sri Lanka places great importance on planned and 
organized activities within its forest landscape. One of 
the targets outlined in the NDC is to increase the national 
forest cover from the current level to 32% by 2030 (MoE, 
2023). To achieve this target, several key areas of focus 
have been identified, including sustainable management 
of natural forests, improving the quality of growing 
stocks in natural forests, demarcating forest boundaries, 
establishing protected areas and environmentally 
sensitive zones, restoring and rehabilitating degraded 
forests (including mangrove vegetation), enhancing 
catchment protection for major rivers and cascade 
systems, and establishing plantation forests (MoE, 
2023). Additionally, reforestation efforts on non-forest 
lands, accompanied by proper land use planning, as 
well as restoration and reforestation of degraded and 
marginal agricultural lands, are essential for increasing 
the country’s forest cover. To effectively carry out these 
activities, it is crucial to have an understanding of the 
current level of tree density and anticipate future changes 

resulting from proposed interventions. This information 
can be obtained from tree cover density maps specifically 
designed for identified forests and non-forest lands.

 We have developed the first country-scale map 
depicting tree canopy cover density in Sri Lanka by 
utilizing high-resolution imagery within a geographic 
information system interface mapping. This map also 
incorporates the distribution of tree cover density across 
different land use categories, along with forest cover and 
stream density. Despite the country’s forest cover being 
29.2%, the tree cover density of 64% indicates that more 
than half of the total tree cover in Sri Lanka originates 
from trees outside forests. In some areas, these trees 
outside forests represent the sole available resource for 
local populations. They encompass various types of trees, 
which the Sri Lankan government, Forest Department, 
Department of Agriculture, and Department of Export 
Agriculture have actively promoted through initiatives 
such as home garden improvement programmes, 
participatory forestry, social and community forestry, 
urban woodlots and parks, and agroforestry among 
others. These trees outside forests serve as the second-
best options for natural forests, highlighting their 
significance.

 The information presented in this paper serves as 
baseline information for monitoring tree cover density in 
the future, as well as tracking tree-planting programmes 
across different land use types. These monitoring efforts 
can be implemented at various administrative levels, 
including Grama Niladari (GN) division, Assistant 
Government Agents (AGA) division, district, provincial, 
and national levels, to achieve respective environmental, 
food, and nutritional security goals.

concLuSIonS

The tree cover density map of Sri Lanka provides 
valuable insights into the distribution and density of 
trees across different land-use categories in the country, 
hence providing valuable information for land-use 
planning and policy decisions. The findings reveal that a 
significant portion of the land area, approximately 78%, 
has more than 10% tree cover density, similar to the open 
and sparse forests, while 64% of the country has more 
than 40% tree cover density, similar to the dense forests. 
These findings also highlight the important role of tree 
cover in providing ecosystem services, particularly in 
districts with low forest cover. The map also highlights 
the variation in tree cover density across different land-
use systems and the potential for increasing tree cover in 
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such land-use systems. However, there are challenges and 
shortcomings in tree-planting programmes in Sri Lanka 
in different land use systems. Hence, proper planning 
and implementation is needed to maximize the benefits 
of tree cover within each land-use type and enhance their 
environmental performance.
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 Abstract: On a worldwide scale, land use and land cover 
changes (LULCC) is a major driver of global change and 
biodiversity erosion. This study aims to monitor at the scale 
of Sri Lanka, LULCC and vegetation dynamics, to identify the 
main changes and their drivers. It places emphasis on multiscale 
geospatial monitoring with satellite data but also mobilises the 
interdisciplinary knowledge of a research programme. First, 
national scale data allows the identification of major changes 
with the MODIS NDVI dataset using Mann-Kendall tests and 
time profile analysis. A second local scale was mobilised with 
a systematic diachronic visual interpretation of high-resolution 
images on Google Earth. The third step, a macro-regional scale 
focus on the South and East coasts, used LANDSAT imagery 
(Stacked K-means) verified by field studies (botanical and 
vegetation analysis, and interviews). About 92.5% of the island 
of Sri Lanka is stable or presents no significant trends in the 
vegetation cover. 5% show a significant positive (greening) 
trend between 2000 and 2020 around the Puttalam lagoon, west 
of the Samanalawewa Reservoir, in the Udawalawe National 
Park, east and north of Ella, and the Nuwaragala Forest 
Reserve. Only about 2.5% (165,000 ha) of the Island shows a 
negative significant trend mainly in the periphery of Colombo 
and Trincomalee. The first driver is a set of national planning 

decisions in terms of infrastructure development (including 
urban growth, housing programmes and agricultural fields, and 
the management of protected areas). The second driver comes 
under rural dynamics with increasing tree density in rural 
landscapes over the Uva Province. Infrastructure development 
initiated by the state, creates both underlying conditions for 
other activities and negative impacts on coastal ecosystems, 
such as degradation of wetlands (including protected areas). 

Keywords: Infrastructure development, LULCC, NDVI, South 
and East Coast. 

IntRoductIon 

Changes in land cover and land use largely contribute 
to a global environmental crisis, combining the threats 
of climate change (IPCC, 2021) with biodiversity 
loss (IPBES, 2019). Land use and land cover changes 
(LULCC) mainly include deforestation and urbanization 
(Hu et al., 2021). These dynamics, are however often 
poorly explained (Lambin et al., 2001). Rapidly 
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developing countries are environmental hotspots because 
of the inherent relationship between economic growth and 
resource exploitation (Andrée et al., 2019); additionally, 
many are located in the tropical zone, characterised by 
high genetic, specific, and ecological biodiversity (Myers 
et al., 2000). 

 Despite decelerated growth due to civil war 
(Ganegodage & Rambaldi, 2011), Sri Lanka initially 
experienced a boost to growth in the immediate post-war 
period (2009-2012) but with a sharp decline thereafter 
(Weerakoon, 2018), followed by the worldwide 
economic downturn caused by the COVID-19 pandemic 
(Rishandani, 2021). This growth was mainly sustained 
by infrastructure development, based on multilateral, 
bilateral, and private-sector loans (Weerakoon, 2018). 
The external debt incurred by the country became 
largely unsustainable, as the share of non-concessional 
loans grew from a mere 7% in 2006 to 53% in 2016 
(Weerakoon, 2018). 

 Sri Lanka has also undergone considerable population 
growth from 18.7 to 21.8 million between 2001 and 2019 
(CBSL, 2020). Population growth has been accompanied 
by urban growth and urban sprawling in both the capital 
(Antalyn & Weerasinghe, 2020) and small sized cities 
(Manesha et al., 2021). During the last 20 years, in 
particular since the armistice of 2009, Sri Lanka embarked 
on large-scale, planned development programmes. Major 
infrastructure development has been implemented on the 
South and East coasts (Perera, 2014). A good example 
is the region of Hambantota, on the South coast where 
a lagoon has been converted to a port associated with a 
chemical industry complex, an international airport and 
some urban development projects, including housing, 
administrative complexes, conference hall, stadium, and 
hospital. Resettlement programmes for those displaced 
by war were implemented in territories in the North and 
East, of which the government regained full control after 
2009. 

 Sri Lanka is placed in the main list of Biodiversity 
Hotpots (Myers et al., 2000) because of species richness 
and endemism rates (e.g., birds and plants), particularly in 
the southwestern part of the country (e.g., Gabadage et al. 
2015; Wikramanayake et al., 2022). Trade-offs between 
the environment and development are unavoidable 
(Dasanayaka et al., 2022). However, the state of the 
environment in Sri Lanka is far from being exhaustively 
studied and very little systematic assessment on LULCC 
is available. Based on a multiscalar approach, this paper 
therefore aims to first map the main LULCC on national 
scale, and then focus on the South and East coasts of 

Sri Lanka, to identify the main drivers of these changes 
on a macro-regional scale. Such knowledge might 
later be used to better plan infrastructure development 
with regard to past environmental impacts of planning. 
Remote sensing is an efficient and well recognized 
method to monitor LULCC and vegetation dynamics 
(Alqurashi & Kumar, 2013). However, it is still rarely 
used in Sri Lanka. It has been applied to monitor urban 
growth (Subasinghe et al., 2016; Antalyn & Weerasinghe, 
2020; Manesha et al., 2021) and its links with urban heat 
and vegetation (Senanayake et al., 2013, Dissanayake 
et al., 2019), to carry out studies focusing on one type 
of LULCC, such as deforestation for planting of rubber 
(Cho et al., 2022) or locally specific interventions, such 
as a protected area (Perera & Tsuchyia, 2009; Lindstöm 
et al., 2012; Wickramaarachchi et al., 2013; Perera et al., 
2021). Changes at the national level, using LANDSAT 
data processed with the LandTrendr algorithm (Kennedy 
et al., 2015), have been monitored (Rathnayake et al., 
2020), detecting changes for 13.5% of the Island surface 
between 1993 and 2018.  

 Moderate Resolution Imaging Spectroradiometer 
(MODIS) has been mobilized either in a local land cover 
study (Perera & Tsuchyia, 2009) or with a focus on 
agricultural phenology (Jayawardhana & Chathurange, 
2016). Sri Lanka has also been included in studies on 
the macro-regional scale (Mondal et al., 2020; Fu et al., 
2022) delivering, however, little precision on the country 
per se. 

 The present study basically aims to monitor, on a 
national scale, a large spectrum of changes, including 
LULCC and vegetation dynamics, in order to identify 
the main changes and when possible, identify the drivers 
and the processes of change. More precisely, three 
questions are targeted: a) What are the main land cover 
and vegetation trends in Sri Lanka? b) What drivers 
underlying these changes and processes, can be identified 
by a multiscalar remote sensing approach? c) What do 
changes along the South and East coasts reveal of the 
environment/development nexus in Sri Lanka? 

MatERIaLS and MEthodS 

Study areas within a multiscale framework

To assess social-ecological changes on the South and 
East coasts of Sri Lanka, a multiscale approach was 
chosen (Figure 1). First, small (national) scale (Figure 2) 
data allows the identification of major changes with the 
MODIS Normalized Difference Vegetation Index (NDVI) 
dataset. However, this dataset, because of its coarse 
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spatial resolution, does not easily reveal the drivers of the 
detected changes and requires further analyses. A second 
large (local) scale was mobilised with a systematic 
diachronic visual interpretation of high-resolution images 
on Google Earth. The third step, a medium scale (macro-
regional) one, focuses on the South and East coasts, with 
the same MODIS Time series, allowing environmental 
and social processes to be put in synergy. The fourth step 
was a local focus on a few sites studied with LANDSAT 
imagery with diachronic land cover mapping (micro-
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regional), verified by field study (botanical and vegetation 
analysis, and interviews).     
Mapping LULCC is a synthetic and transversal way 
of approaching the issue of social-ecological changes 
(Rogan & Chen, 2004). Indeed, without being able to 
reveal certain fine, discrete or complex ecological (fauna, 
flora) or social (economic, demographic dynamics) 
changes, they nonetheless reveal the main changes 
through the transformation of landscapes (deforestation, 
reforestation, urban growth, changes in the coastline, 
etc.). In addition, these transformations can then be 
associated with more complex dynamics that can be the 
causes of these changes (demographic growth or rural 
exodus explaining urban growth) or their consequences 
(deforestation causing soil erosion and destabilising the 
watercourse regime) (Mondal et al., 2020).

Remote sensing 

Remote sensing allows the combining of various scales 
and resolutions (Mondal et al., 2020). The multiscale 
approach has a lot of advantages. First, the consistent 
observation of phenomena at two scales enables its 
validation. Next, it might bring different knowledge 
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locations of case studies on the South and East coasts

about the change itself. If the local scale brings more 
precision and possible identification of drivers, the broad 
scale enables it to be placed in relation to general trends, 
and indicates if a studied change corresponds to a general 
trend or is a unique process. The present work is the first 
one mobilizing 3 different types of remotely sensed 
imagery at 4 different scales even if there have been 
many earlier studies with remote sensing in Sri Lanka 
(Perera & Tsuchyia, 2009; Lindstöm et al., 2012; 
Wickramaarachchi et al., 2013; Alqurashi & Kumar, 
2013; Senanayake et al., 2013; Subasinghe et al., 2016; 
Dissanayake et al., 2019; Antalyn & Weerasinghe, 2020; 
Rathnayake et al., 2020; Manesha et al., 2021; Perera 
et al., 2021; Cho et al., 2022).   

MODIS time series analysis 

MODIS satellites are a set of two satellite-based sensors 
used for earth and climate measurements in Earth orbit, 
mostly used for data accessible as pre-processed time 
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series. Of the 6th version of the NDVI from MOD13Q1 
downloaded, two tiles (V8H25; V8H26) were necessary 
to cover Sri Lanka. Images are a synthesis covering a 16-
day period (23 images per year) with a spatial resolution 
of 230 meters. The time series starts in February 2000 
and runs until December 2021. Further details on this 
well-known dataset can be found in Didan et al. (2015). 

 The dataset has been filtered with a Fourier inverse 
filter (Cochran et al., 1967). The Kendall correlation, 
or Kendall’s Tau (Kendall, 1938), is regularly used to 
identify data, especially with the NDVI time series (De 
Jong et al., 2011). The Kendall correlation is associated 
with a P value test set up, here, at 0.0001. Even tested by 
the P value, the Kendall test is known to be very sensitive 
to the first and last years of the time series (Dardel et al., 
2014). The same analysis was computed after removing 
the first year, the two first years, the last year and the two 
last years. Only the trends that are robust (P-value under 
0.0001 and not sensitive to changes in the first and last 
years) were considered in this analysis. Then the South 
and East coasts studied as part of the interdisciplinary 
research programme were isolated. Similar trends in 
NDVI can result from various processes. Therefore, at 
the first level of analysis these trends are only named as 
‘greening’ and ‘browning’ until further analysis enable 
more precise understanding and description. 

 In order to get a finer understanding of the detected 
changes, the main patches of changes (a group of adjacent 
pixels with the same trend in NDVI values) were isolated: 
five main patches of negative significant trends in NDVI 
‘browning’ (larger than 1600 ha) and five main patches 
of positive significant trends in NDVI ‘greening’ (larger 
than 9300 ha).  For each, two temporal profiles of the 
NDVI were produced and studied. The first is a profile 
at raw temporal resolution (16 days) over the whole time 
series. It enables calculation of a trend for a group of 
pixels but also tests like binary segmentation (Killick & 
Eckley, 2014). The second kind of profile is based on 
the division of the time series into two periods (2000–
2010; 2011–2021), and for each period, the mean of the 
NDVI for every 16 days of the MODIS year division. 
This enables a comparison of the mean annual profiles of 
two decades in order to interpret the changes (Andrieu, 
2017).  

 Unlike the LandTrendr algorithm, the trend detection 
is not based on a ‘year-to-year comparison’. Therefore, it 
is less accurate for identifying in space and time a precise 
landcover but it will be more reliable for detecting a 
regular change in vegetation, which the LandTrendr 

might not detect as it is based on break-out. The trends in 
NDVI are, in this paper, used as a wide change detection 
tool bringing one stratum of information in a multiscalar 
approach, but are not built to provide either classified 
land cover maps or a statistical view of LULCC. Hence, 
it is associated with both the Google Earth visual 
interpretation and some local field-verified LULLC 
maps based on classification. 

Visual control and interpretation of the changes 
in MODIS time series based on Google Earth high 
spatial resolution image excerpts

Trends in NDVI values can be explained by a large 
spectrum of changes as LULCC (deforestation, 
reforestation) but also changes within the same land 
use or land cover category, either agricultural (change 
in irrigation system resulting in a change in agricultural 
rhythms and biomass) or natural (phenological or biomass 
reaction to climate change). Therefore, for the main 
patches of change at the national scale and on the South 
and East coasts, visual interpretation of high-resolution 
(varying from a few meters to submeter level) image 
excerpts on Google Earth was carried out (Cha & Park, 
2007). These image excerpts are RGB colour composites 
of very high spatial resolution satellite images, i.e., 
images with sub-metric or metric pixel sizes. The whole 
process was accomplished in a double-blind interpretation 
between different remote sensing specialists, and only 
consistent results were validated. Visual interpretation 
was based on a set of criteria, mobilizing colour(s), 
structure, and texture (Figure 3, C&D). When possible, 
the interpretation was validated using different images 
of the same year but different seasons. The differences 
observed and interpreted between the beginning of the 
2000’s decade and the most recent images were double-
checked by images with intermediate dates. The combined 
results of temporal profiles and visual interpretation are 
synthetized in Tables 2 and 3 with full details provided in 
Supplementary Material 1 (Figures SM1.1 to SM1.30).  

LANDSAT applied to LULCC mapping   

At the micro-regional scale, the National Aeronautics 
and Space Administration (NASA) LANDSAT program 
was chosen for two technical characteristics that make 
it superior to other satellite imagery programs: the 
availability of images since the mid-1980s and the 
spectral resolution (at least 7 bands from blue to thermal 
infrared images come from Landsat 5 and Landsat 8). 
Four images are required to cover the areas studied at 
this scale (Table 1). 
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Our method consisted of a series of interlocked 
unsupervised classifications (K-means algorithm) 
followed, for each classification, by an interpretation of 
the mean radiometric curves of each class (Andrieu, 2018). 
A first classification was made with an ample number of 
classes to increase the probability of perceiving nuances 
in the wavelength variations of some similar land cover 
types. The interpretation then consisted of grouping them 
into a small number of classes, corresponding to a basic 
nomenclature of land cover (water, woodland, croplands, 
and, when present, mangroves, bare soils, sand and rocks, 
and built-up areas). The interlocked classifications then 
enabled the subdivision of each class into a small number 
of sub-classes (same algorithm, same interpretation of the 
curves) to search for possible classification errors and, if 
necessary, correct them (Andrieu et al., 2019). In the sites 
where field visits were possible, field verification led to 
assess accuracy between 81 and 83% (see supplementary 
material 3, Tables SM3.1 and SM3.2). 

Pluridisciplinary approach 

This paper mobilised data gathered during a two-year 
interdisciplinary monitoring of the environmental changes 
of coastal ecosystems and infrastructure development 
to better discuss the results from remote sensing. Some 
field studies in botany and interviews with stakeholders 
on various sites of the study areas were used for analysis 
at the local scale. 

Vegetation dynamics in two wetlands on the South 
Coast of Sri Lanka

A field survey was conducted from 2018 to 2020 in 
Garanduwa and Kalametiya. In the first site, five plots 
of 30 m × 30 m were randomly studied, and six plots 
were covered in the second site. All trees and mature 
shrubs were counted and identified to the species level. 
In addition, the girth at a height of 130 cm of tree species 
was measured and the seedling bank was studied. 

 In February 2022, in addition to assessing the accuracy 
of the recent maps, a set of regions of interest were 
selected on the temporary maps of land cover changes in 
order to try to check the dynamics when possible, with 

simple landscape observation (e.g., old trees, testifying 
to the presence of woodland in the 1980’s or 1990’s; 
new buildings testifying that urban sprawl had recently 
expanded), as well as some elementary interviews on the 
memory of land cover few decades before. 

Interviews with stakeholders on the East Coast

To provide an analysis of the evolution of key social, 
economic, and environmental issues related to both 
infrastructure development and nature conservation, 
a literature review on the historical context and semi-
structured qualitative interviews with stakeholders 
were conducted in case study sites.  The stakeholders 
included national and district level key informants, 
as well as residents of coastal communities, using 
remote/virtual or face-to-face methods, depending on the 
changing COVID context during the fieldwork period. 
Altogether 27 semi-structured key informant interviews 
with government officers and representatives of civil 
society organizations (CSOs) in sectors relevant to the 
study, such as planning, tourism, industry, fisheries, 
wildlife conservation, forestry, local administration, 
community development, and women’s empowerment 
were conducted at the national level and in the two 
study districts of Trincomalee and Batticaloa. Based 
on these interviews, five coastal Grama Niladhari (GN) 
divisions (three in Trincomalee, two in Batticaloa) 
which had experienced infrastructure development were 
identified and 50 semi-structured, open-ended household 
interviews with purposive samples of women and men, 
affected and unaffected by infrastructure development 
and indicative of different types of livelihoods within 
coastal communities, were conducted.

 The social study was based on the conceptual 
approaches of political ecology and social wellbeing.  
The political ecology lens used here was influenced by 
Bennett (2019), who emphasizes the role of power in the 
ocean and coastal environment, and the marginalisation 
of small-scale fishing/indigenous/coastal communities, 
and Fabinyi et al. (2015), who addresses local inequalities 
and perceived marginalities in fisheries governance in 
the Pacific. The analysis of the society-environment 
interface was also informed by Frerks et al. (2014) and 

Path Row Date 1 Intermediate date Date 2
Batticaloa & Arugam bay 140 55 1994 2005 2019
Hambanthota 140 56 1991 - 2019
Galle 141 56 1988 - 2020
Trincomalee 141 54 1994 2000 2020

Table 1: Information on the LANDSAT Images used for the study 
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Bavinck & Gupta (2014), who have challenged earlier 
mono-causal theories of conflict over natural resources 
centred on scarcity, greed, or grievance, arguing 
that such conflicts are multi-causal, multi-level, and 
involving multiple actors. Within this broader and more 
nuanced approach, environmental factors are combined 
with socio-political factors to explain conflict or 
contestation. In this study, overt conflict over resources 
has not been encountered, but, in several instances, 
contestation of access to resources did take place. The 
political-ecological perspective supported the analysis 
of contestation among different groups for natural 
resources, coastal land, and the sea, where they occurred, 
the differential benefits and costs of development to 
groups, the space for participation by local communities 
in decision-making in relation to coastal governance and 
transformations, as well as factors for the presence or 
absence of collective action and social movements. The 
social wellbeing approach (McGregor, 2008) was used 
to assess the impacts of infrastructure development on 
the lives of women and men in coastal communities, 
especially to understand the extent to which wellbeing 
outcomes were material (economic), relational (social) 
or subjective (emotional).

RESuLtS and dIScuSSIon 

Loss in vegetation cover on the coasts and the greening 
process in the Uva Province 

About 92.5% (i.e., 6,046,000 ha) of the Sri Lanka Island 
is stable or presents no significant trends in the vegetation 
cover. Further, 5% (i.e., 327,000 ha) of the territory 
shows a significant positive (greening) trend between 
2000 and 2020. Only half of it (2.9%) keeps a significant 
positive trend if one or two (first or last) years are not 
taken into account. The greening appears in areas located 
in the following places: around the Puttalam lagoon, 
west of the Samanalawewa Reservoir, in the Udawalawe 
National Park, east and north of Ella, or the Nuwaragala 
Forest Reserve (Figure 3). 

 A significant negative trend is shown in 2.5% 
(165,000 ha) of the Island. Only two-thirds of it (1.8%) 
retain a significant positive trend if one or two (first or 
last) years are not taken into account. The main patch of 
decreasing values (browning) is situated in the periphery 
of Colombo, the capital of Sri Lanka, experiencing 
significant urban sprawl in the last 20 years. Three 
important patches can be observed south of Trincomalee 
(further identified as E, C, and W for East, Centre and 
West). Then small patches are scattered over the east of 

the island. Detailed graphs of NDVI temporal profiles 
are presented in the Supplementary material 1, while 
only two synthesis tables are given here. 

 The five main patches of significant negative Kendall 
correlation (Table 2) present different comportments 
revealed by the profile analysis. The patch in the suburb 
of Colombo shows a gradual decrease in NDVI values 
in the 21-year profile, while a comparison of the NDVI 
mean annual profiles of the two decades shows parallel 
profiles with a moderate difference between them. This is 
consistent with the visual interpretation of Google Earth’s 
high-resolution imagery: progressive densification of 
buildings replacing trees. 

 The four other curves show a long stable period 
and a neat breakout in the time series followed in some 
cases by another stable period or an unstable one. This 
is consistent with the visual interpretation of Google 
Earth’s high-resolution imagery: sudden deforestation 
and conversion to cropland.  
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The five biggest patches with significant positive trends 
in NDVI (Table 3) reveal in common a series of minor 
breakouts in the time series, with the first breakout 
quite early on. The three patches in the northeast show 
fewer changes than the two located more toward the 
south. Some of the sites have changed seasonal regimes, 

revealing a dry season with low NDVI values in the first 
decade, followed by an evergreen regime in the second 
decade. We hypothesize that irrigation and perennial 
cultivation could be responsible but a change in rainfall 
regime is also possible as a trigger of the greening of 
vegetation during the driest season. 

Locality
Change in NDVI regime 
2000–2010 / 2011–2021

Trend and breakout Land cover 2000’s Land cover 2020’s

Kelabogaswewa Same seasonal profile with lower values Clear breakout in 2013 Forest
Scattered buildings 
in fields

Trincomalee E Same seasonal profile with lower values Breakout in 2009 Open woodland Rice fields

Trincomalee W Sempervirent becomes unimodal (max November) Breakout in 2009 Forest Rice fields

Trincomalee C Sempervirent becomes unimodal (max May) Breakout in 2009 Mangrove Rice fields

Colombo Same seasonal profile with lower values Regular negative slope Scattered buildings Dense urban

Table 2: Interpretation of the five main patches of decreasing NDVI values.  

Locality
Change in NDVI regime
2000-2010 / 2011-2021

Trend and breakout Land cover 2000’s
Land cover 

2020’s

Nuwaragala Bimodal (max Mars) becomes Unimodal (max October). Regular increase Open woodland Dense woodland

Badulla Same seasonal profile with higher values Regular increase Cropland mosaic Cropland mosaic

Monaragala Same seasonal profile with higer values Regular increase Cropland mosaic Cropland mosaic

Salmanawewa Unimodal (max Mars) becomes Sempervirent Regular increase Cropland mosaic Cropland mosaic

Udawalawe Unimodal (max Mars) becomes Sempervirent Regular increase Open woodland Dense woodland

Table 3: Interpretation of the five main patches of decreasing NDVI values.  

Therefore, on this scale, the main LULCC in Sri Lanka 
revealed by the trends analysis of MODIS and Google 
Earth visual interpretations can be explained by different 
factors imposing their own dynamics. The first one 
is urban growth. On a national scale, the growth of 
Colombo appears first but various patches reveal 
subaltern urbanization as well. The second driver of 
change detected is a set of national planning decisions 
in terms of infrastructure development. This driver 
covers the planned settlement of houses and agricultural 
fields, and the management of protected areas (creation, 
replantation). The third driver comes under rural dynamics 
(apart from settlement programmes). Interestingly, the 
only rural dynamic revealed by this method is an increase 
in tree density in rural landscapes over the Uva Province, 
constituting a general increase in tree cover replacing 
seasonal cropland. 

Detection of trends along the South and East coasts 

By isolating the South and East coasts, a similar series of 
LULCC directly or closely linked with rapid development, 
and in particular, infrastructure development driven by 
political interests, especially in tourism development, is 
observed. Various examples of the first two dynamics 
can be found and studied at a finer scale on the South 
Coast (Figure 4). Several patches of urban growth 
have been mapped (Galle, Matara) (see Supplementary 
Material 2, Figure SM2.1). Infrastructure development 
can be perceived as patches of deforestation at the sites 
of the Mattala International Airport and the industrial 
complex adjacent to the port of Hambantota (Figure 
SM2.2). Settlement programmes are detected in the 
northeast of Hambantota (Wediwewa), along with urban 
growth in the form of wooded ‘home gardens’ in newly 
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built-up areas (Figure SM4.4). Two patches of increase of 
vegetation cover and biomass appear in protected areas 
of the South Coast, Kalametiya Lagoon and Bundala 

National Park (Figure SM4.2). These dynamics were 
further studied based on high resolution remote sensing, 
field observation and interviews. 

Figure 4: Changes in NDVI values from 2000 to 2021 on the South Coast

The coastal stretch presents a series of lagoons where 
mangroves develop. Since the Tsunami of 2004 and 
the ‘Reducing emissions from deforestation and 
forest degradation in developing countries’ (REDD+) 
programme, the restoration of mangroves is an important 
concern in Sri Lanka. Mangroves in Galle have shown 
a moderate (17.3 ha) increase from 1988 to 2020; in 
particular, 30.7 ha which constituted water downstream 
of the lagoon in 1988 became mangrove in 2020, in the 
main patch, east of the city. In the same period, 13.4 ha 
of mangroves disappeared into many small scattered 
patches (Figure SM 2.1).   

 Further east on the south coast, the Kalametiya lagoon 
appears as one of the significant patches of increase in 
vegetation cover and biomass. Sedimentation, botanical 
changes, and water pollution were studied during the 
research programme. The rate of area increase in the 
Kalametiya mangrove cover was 5.82 ha in year 1. With 
a total percentage increase of 1451% (Figure SM4.3). 

from 1956 to 2021, the vegetation was also made of 
mixed stands of four true mangrove species. After 2000, 
due to cryptic ecological degradation, only Sonneratia 
caseolaris has increased in cover. This took place with a 
drastic decrease in salinity and bulk sedimentation. Excess 
freshwater generated from the Udawalawa irrigation 
project which came into operation in 1967 happened 
to bring a large amount of sediment/silt (Madarasinghe 
et al., 2020; Kodikara et al., 2022). Due to this ill-
planned project, lagoon salinity has drastically dropped 
(nearly freshwater condition) and a low saline mangrove 
species (e.g., S. caseolaris) has dramatically increased. 
However, the measured heavy metal pollution (brought 
by inland freshwater and sediments) remains under the 
thresholds of concern for public health (Kodikara et al., 
2022). A similar trend could be observed at the Bundala 
lagoon.

 On the East Coast (Figure 5), some patches of the 
significant decrease in NDVI values occur in the Muttur 
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area (c.f. supra), south of Trincomalee, corresponding 
to post-war settlement programmes, corroborated by 
stakeholder interviews in three communities in the case 
study area, outlined below (Figure SM2.3). On the other 
hand, a significant increase in NDVI values occurs on 
the East Coast. Many forest reserves have been declared, 
especially in Eastern Province around 2013 by the Forest 
Department. On the Batticaloa coastline, the greening 
results from the combination of three dynamics all 
converging toward more tree cover. First, this coastline 
has been the object of replanting, especially of Casuarina 
equisetifolia especially after the 2004 Asian tsunami 
(Mathiventhan & Jayasingam 2014). Second, cashew 
orchards (Anacardium occidentale) have increased in 
this region along with the agricultural crops in certain 
coastal areas. Third, touristic and wooded urbanization 
also occurred. Stakeholder interviews in study sites in 
coastal Batticaloa did not indicate the destruction of 
forests or mangroves during the last decade. Destructive 
environmental activities reported were mostly limited to 
instances of sand mining (Mathiventhan, 2013) and some 
very local degradation of mangroves (Dahdouh-Guebas 

et al., 2021). Mangrove destruction had also been noticed 
before 2009, for security reasons, along both sides of the 
main driveway during the armed conflict (Mathiventhan, 
2007).

Discussion 

This paper is aimed at linking national scale trends 
detected in NDVI values with interdisciplinary research 
generated by local case studies, based on MODIS and 
Landsat satellite data.

Accuracy, robustness of change detection and 
analysis

Results from MODIS on a national scale have been tested 
for significance, and appear consistent with the other 
data. It is an example of very robust but simple results. 

 At larger scales (coastal regions and local case studies) 
the same trends have been observed and confirmed by 
all the other data sets (visual interpretation from Google 
Earth images, land cover changes from LANDSAT with 
precision around 80–85%) and field observation, when 
this has been possible. These integrated results can 
therefore be considered trustworthy in relation to the 
main interpretations: 
- Sri Lanka is mostly stable in its vegetation cover 

and in the case of changes analysed, greening is 
more important than browning. This encompasses a 
variety of processes (tree densification in agricultural 
landscape, biomass increase in protected areas), 
not all corresponding to a ‘healthier’ environment 
(biomass increase explained by invasive species). 

- The main driver of change is national scale 
infrastructure development (direct and indirect 
changes), based on political interests. Urban growth 
(including the sprawl of home gardens, which appears 
as greening), rural settlement, and port and airport 
construction are the main changes observed. 

 However, limitations need to be considered. The 
first is that each scale of observation (and for imagery 
each resolution) reveals its scale of changes. The visual 
interpretation of metric resolution Google Earth enables 
us to see individual trees grow or being cut. The Landsat 
30 meters resolution enables a fine scale mapping 
by classification methods where a change between 2 
land cover types (i.e., forest cleared for crops) can be 
detected if larger than a few hectares. MODIS, at 230 
meters of resolution might smooth changes of very fine 
grain. Some minor changes might, therefore, not have 
been detected.  That might give a first explanation of the Figure 5: Trends in NDVI on the East Coast (2000–2021)



684  J Andrieu et al.

December 2023 Journal of the National Science Foundation of Sri Lanka 51(4)

smaller proportion of changes detected, in comparison 
to Rathnayake et al. (2020). Changes of surfaces of the 
size of a LANDSAT Pixel (900 m²) surrounded by a 
stable land cover of the size of a MODIS pixel (53 000 
m²) would have been detected by their method but not by 
ours. Another explanation might be given by two steps 
of our method dedicated to filtering significant changes 
from insignificant ones: with the P-value test set at 0.0001 
the removal of changes sensitive to the 2 first and or the 
2 last years of the time series. It is normal that a method 
filtering only significant changes shows fewer changes 
than a method listing all detected changes. With similar 
data (LANDSAT) focussed on the LULCC Hotspot on 
the South and East coast, we found high LULCC rates 
ranging from 23% for Hambantota-Bundala to 31% for 
Trincomalee and 48% for Galle. 

      Therefore, in addition to the previous state of the art 
describing 13.5% of LULCC in the Island, the present 
multiscale approach brings a more contrasted estimation. 
First, by revealing only changes appearing on a large scale 
(250 m), only 7.5 % of the Island appears with significant 
(p value 0.0001) changes. Then, by focusing on hotpots 
of coastal changes at a higher resolution, changes locally 
appear as much more important.  

Coastal environment and infrastructure development 
on South and East coasts 

Infrastructure development emerged as the main driver 
of LULCC in the case study areas on the south and 
east coasts when the results of remote sensing were 
compared with social analysis, based on a literature 
review and stakeholder interviews, as previously stated 
by Rathnayake et al. (2020). For nearly half a century, 
Sri Lanka has undergone a major move towards 
development of infrastructure of different sizes and types 
(Perera, 2014). From major industrial port projects, the 
expansion of irrigated areas (e.g., Mahaweli Development 
Programme) and tourism resorts, the spectrum of this 
infrastructure is wide, as is its consequences on physical 
spaces and social dynamics already impacted by a post-
conflict (civil war) and post-disaster (tsunami of 2004) 
context. The main thrust of the state’s economic strategy 
in both the Southern and Eastern Provinces of Sri Lanka 
in the post-war period (since 2009) has been on such 
infrastructure development (Perera, 2014). In the Eastern 
Province, this strategy has been particularly focused on 
increasing connectivity and trade with the rest of the island 
by developing roads, railways, transport, electricity and 
water supply, hotels and tourism, as well as improving 
the economic and living conditions of the population 
(Perera, 2014). National poverty reduction programmes 

were implemented alongside infrastructure for livelihood 
development through micro-small enterprise promotion 
and micro-credit services, targeted at the large numbers 
of returning internally displaced persons (IDPs), who 
needed to be resettled. The government also supported 
private sector investment in establishing manufacturing 
industries, as well as tourism facilities. However, the 
dominant approach to infrastructure development has been 
accompanied by a heavy military presence (Buthpitiya, 
2013; Perera, 2014), exclusion of local communities in 
decision-making and/or access to employment in these 
development programmes (Buthpitiya, 2013), inadequate 
power-sharing between central and provincial government 
(Perera, 2014), and lack of attention to political and socio-
economic grievances, peace building and reconciliation 
(Perera, 2014). In the Southern Province, infrastructure 
development (in the form of roads, port, airport, 
industrial zone, hospital, conference centre, stadium), 
has also been accompanied by livelihood development 
in agriculture, micro-small enterprises and industries, as 
well as expansion of human settlements. However, as 
this province was not directly affected by war, negative 
political, economic, and social impacts might not have 
been as severe as in the Eastern Province.

 While population growth, expansion of human 
settlements, and agricultural activities have contributed 
to LULCC in Sri Lanka, these processes also appear to 
be largely driven by infrastructure development initiated 
by the state, creating underlying conditions for the 
expansion of other activities. In the desired trade-off 
between development and environment conservation, Sri 
Lanka thus appears to emerge in a median position where 
recent strategies have neglected neither the economy nor 
biodiversity. However, stakeholder interviews revealed 
that projects implemented by the state in the last decades 
have targeted material wellbeing of coastal communities, 
without adequately addressing relational and subjective 
wellbeing, which were perceived as important by 
coastal communities. Moreover, negative impacts of 
infrastructure development on coastal ecosystems, such 
as sand mining, degradation and filling of wetlands 
and lagoons were reported by research participants in 
these communities on the east coast. Similar impacts 
also emerged on the south coast, where Hundlani 
(2019) referring to the port of Hambantota, wrote that 
‘Tourism and industries as well as the construction of 
new infrastructures (dams, power plants, roads, ports), 
aiming to foster and sustain development, are causing 
displacement, pollution, land degradation and water 
shortage, particularly affecting the communities of 
farmers and fishermen whose livelihoods are based on 
such natural resources. To do so, 40,000 m3 of material 
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was dredged from the nearby Karagan Levava Lagoon, 
which essentially destroyed the entire ecosystem of the 
lagoon and surrounding habitats.’ Weerasekara et al. 
(2015) studied the impacts of pollution (solid waste and 
untreated industrial effluents) while Senevirathna et al. 
(2018) mentioned coastal erosion in this area.

 Thus, infrastructure development has had negative 
impacts on both the coastal environment and well-
being of communities on the South and East coasts of 
Sri Lanka.  

concLuSIon

Overall, the remote sensing results of this study reveal 
stability in Sri Lanka’s vegetation indexes, therefore in its 
vegetation cover and activity. It also reveals that greening, 
rather than browning in vegetation cover, is the more 
prominent trend in Sri Lanka. Regionally, this increase 
in tree density in agricultural landscapes is most visible 
in the Uva Province, as well as several locations in the 
Sabaragamuwa and Northwestern provinces. The Local 
Hotspot of LULCC studies with LANDSAT revealed 
30% (Hambantota-Bundala) to 50% (Galle) of land cover 
change. However, infrastructure development in coastal 
areas, more specifically in the Southern and Eastern 
provinces, chosen as case study sites in this research, has 
resulted in a decrease in vegetation cover, especially in 
the Hambantota and Trincomalee districts. The changes 
in LULC are confirmed by stakeholder interviews on the 
ground. In coastal areas of both districts, the decrease 
in vegetation cover is a consequence of the implantation 
of major infrastructure such as ports, industrial zones, 
roads, and irrigation devices, as well as the expansion of 
social infrastructure, such as displacements followed by 
new settlements.  

 Stakeholder interviews revealed that the state’s 
attention to the impacts of infrastructure development 
on coastal ecosystems was inadequate as revealed by 
sand mining or degradation of wetlands. A better focus 
on preventing environmental destruction, pollution, and 
waste, and increased awareness among all stakeholders 
on conservation of the coastal environment is necessary. 
Moreover, the main development thrust of the state in 
implementing infrastructure development has been the 
material well-being of coastal communities without 
adequate consultation of these communities. A broader 
and inclusive policy approach to wellbeing would 
improve benefit-sharing with communities affected by 
infrastructure development, and sustain better the coastal 
environment, upon which they depend.

With remote sensing results as a proxy for environmental 
assessment, no major environmental degradation is 
observed on the South and East coasts. Some landscapes 
have been transformed during the last decades, but 
without a major negative trend (e.g., deforestation). 
Protected areas seem to play an important role in 
preserving stable landscapes on the coast. However, 
some major infrastructure seems to have seriously 
impacted the environment on a local scale, such as the 
area surrounding the port of Hambantota, constructed 
around a coastal lagoon. Protected areas seem to be more 
affected by external threats (e.g., construction of major 
infrastructure, upstream pollution, encroachment) than 
by activities of the local population (e.g., pasture) but the 
regulation of protected areas focuses overwhelmingly on 
social and economic activities, rather than the impacts 
of infrastructure. The development and conservation 
of coastal areas in Sri Lanka come under the Coast 
Conservation Act No 57 of 1981 and Amendment No 
49 of 2011. However, a multitude of other acts and 
regulations pertaining to wildlife, forestry, fisheries, 
and marine environment also apply. There is often a 
lack of coordination, sometimes duplication, by the 
institutions mandated to regulate development activities 
that impinge on coastal protected areas. Thus, there is 
a need for integrated area-based management to prevail 
over sectorial policies so that conflicts between the 
conservation of protected areas and the implementation 
of industrial hubs are avoided. 
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Abstract: Human Immunodeficiency Virus (HIV) case reporting 
usually represents only the trending pattern of HIV infected 
people in Sri Lanka. Having a decent level of knowledge about 
HIV largely contributes to preventing HIV prevalence in the 
country. People with HIV are not hazardous to the public who 
live together with them and with whom they have ordinary, 
non-sexual contact. However, suffering from HIV in a culture 
like Sri Lanka generates an extreme level of stigmatizing by 
people living with HIV and many psychological and social 
effects. This study aims to identify the factors that are associated 
with possessing knowledge, among ever married women in 
the reproductive age in Sri Lanka, regarding two prominent 
misbeliefs on HIV/AIDS transmission. This will be useful to 
identify various socio-economic, geographic subgroups who are 
lacking knowledge on HIV/AIDS spread. Secondary data from 
2016 Sri Lanka Demographic and Health Survey was used in 
the analysis. Joint modelling was considered since it was found 
that two outcome variables are highly associated and hence the 
ever-married woman who believes one misconception is more 
likely to believe the second misconception too. To capture 
the association between two outcomes, we incorporated a 
shared random effect and assumed the bridge distribution 
for the random effect. Respondent’s province, highest level 
of education, access to mass media, religion, age and wealth 
index were found to have a significant effect on prominent 
misconceptions on HIV/AIDS transmission.

Keywords: Bridge distribution, correlated binary responses, 
HIV/AIDS transmission, logistic regression, misconceptions 
on disease transmission.

IntRoductIon

Human immunodeficiency virus (HIV) gives rise to 
acquired immune deficiency syndrome (AIDS), which 
is known as an incurable disease of human beings 
ultimately leading to death. According to UNAIDS 
in 2022 there were 37.7 million (30.2 million–45.1 
million) people globally living with HIV. Among them, 
36.0 million (28.9 million–43.2 million) were adults and 
1.7 million (1.2 million–2.2 million) were children (<15 
years old). Approximately 84% [67–>98%] of people 
with HIV globally knew their HIV status in 2020. The 
remaining people about 6.1 million (4.9 million–7.3 
million) still need access to HIV testing services to test 
their HIV status. HIV testing is an essential gateway to 
HIV prevention, treatment, care and support services. 
Most people with HIV are living in low- and middle-
income countries. By 2021, new HIV infections have 
been reduced by 54% since the peak in 1996. In 2021, 
around 1.5 million (1.1 million–2.0 million) people 



690  NM De Alwis et al.

December 2023 Journal of the National Science Foundation of Sri Lanka 51(4)

were newly infected with HIV, compared to 3.2 million 
(2.4 million–4.3 million) people in 1996. According to 
UNAIDS, women and girls accounted for 49% of all new 
infections in 2021 (UNAIDS Fact Sheet, 2022).

 Consistent with the final report of the Sri Lanka 
Demographic and Health Survey (SLDHS) in 2016, since 
the identification of the first HIV infected Sri Lankan in 
1987, a cumulative total of 4,245 HIV positive cases has 
been reported up to the end of 2022. In 2021, 410 HIV 
cases have been reported to the National STD/AIDS 
control programme (NSACP) which is responsible for 
coordinating, planning, and implementing the HIV 

National Strategic Plan and the AIDS Policy in the 
country. However, the reported numbers represent only 
a fraction of HIV infected people in the country, as many 
infected people may perhaps not be aware of their HIV 
status and in addition, stigma and discrimination towards 
HIV infected people adversely affect voluntary testing for 
HIV (Annual Report NSACP, 2021). An estimated 3638 
(3250 – 4000) people were living with HIV in Sri Lanka 
at the end of 2021. During 2021, 411 people living with 
HIV were newly diagnosed. This is a 13% increase from 
the previous year. Further, an increase in the incidence 
rate of HIV cases has also been observed in the Island 
during the recent past (Figure 1).  

Figure 1: Rate of newly reported HIV cases per 100,000 population as reported in NSACP Annual reports 
2018 – 2021. 
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infection can be acquired by swimming, sharing meals, 
shaking hands, casual touch, speaking face-to-face with 
an infected person, and transmission through mosquito 
bites (Choudhary et al., 2015; Thakuri & Thapa, 2018). 
Qian et al. (2007) have identified that the gender of 
the respondent is not significantly associated with the 
misconceptions of HIV transmission in rural Chinese 
communities, while Bogart et al. (2011) observed that 
some misconceptions are gender specific among African 
Americans aged 15 to 44 years and living in the contiguous 
United States. As aforesaid, these beliefs prevail when 
people are unable to comprehend the scientific basis 
behind them. For example, there is a biological reason 
why HIV cannot be transmitted through a mosquito bite; 
this is because HIV cannot replicate inside the mosquito 
due to the lack of a T4 antigen on the cell surface (Iqbal, 
1999). It has also been found that among young Sri 
Lankan adults the knowledge of HIV prevention and 
misconceptions of HIV transmission is not at a sufficient 
level (Bogart et al., 2011; Karthijekan, 2017).

 Asaduzzaman et al. (2016) found that awareness and 
knowledge of HIV/AIDS among married women in rural 
Bangladesh are associated with exposure to mass media. 
Extracted data of 11,570 rural married women aged 
15–49 years old from the sixth Bangladesh Demographic 
Health Survey in 2011 was utilized and through logistic 
regression analysis it was found that exposure to each 
type of media (listening to the radio, reading newspapers/
magazines, watching television) was significantly 
associated with awareness of HIV/AIDS. Authors 
suggested that television can be utilized to increase 
awareness and comprehensive knowledge of HIV/AIDS 
through effective TV programmes. Furthermore, Haque 
et al. (2018) found that apart from exposure to mass 
media access, respondents’ education status, place of 
living, and working status played a significant role on 
the attention of HIV/AIDS among married women in 
Bangladesh by performing a logistic regression analysis. 

 Many authors have addressed the knowledge of HIV 
prevention among adults in Sri Lanka (Kanda et al., 2010; 
de Silva et al., 2014; Karthijekan, 2017; Madurapperuma 
et al., 2018) but have not sufficiently addressed knowledge 
about the misconceptions of HIV/AIDS. Samarakoon 
et al. (2020) through a generalized linear mixed model 
approach found that among tertiary and vocational 
education trainees in Sri Lanka, possessing knowledge on 
these prominent misconceptions is associated with their 
level of education, having a sound knowledge on sexual 
and reproductive health, and having attended workshops 
on sexually transmitted diseases.  

People living with HIV are not a public hazard to 
those who coexist with them in the community and 
engage in ordinary, non-sexual contact. However, in 
the cultural context of Sri Lankan society, individuals 
living with HIV experience a significant degree of 
stigmatization, resulting in various psychological and 
social consequences. An HIV infected individual also 
loses his/her social recognition, respect and acceptance 
(Samarakoon et al., 2020). In conservative societies 
that still exist in most countries in the South Asian 
region, including Sri Lanka, the treatment that Society 
accords an HIV infected person seems to depend on the 
social status of that individual. As Thakuri and Thapa 
(2018) claim regarding the case of India, ‘those whose 
characters are unblemished enjoy a high position in the 
society and the extreme opposite creates serious issues 
like social marginalization.’ Saki et al. (2015) point out 
how the AIDS patients suffer from different dimensions 
of stigma, rejection, and insult that affect the individual 
him- or herself, family, others, and finally the society. 
The majority of people who live with HIV are in the 
African Continent, more than any other region of the 
world, and numerous misconceptions are prevalent 
about HIV and AIDS (Niehaus & Jonsson, 2005). Most 
of these false ideas prevail when the people are unable 
to comprehend the scientific basis behind them. Hence, 
they tend to formulate different ideas based on norms, 
values, public opinion, and speculation. Such beliefs 
are prominent in third world countries such as Ethiopia, 
Bangladesh, Iran, and India, which tend to possess similar 
cultural characteristics (Niehaus & Jonsson et al., 2005; 
Saki et al., 2015; Thakuri & Thapa, 2018; Agegnehu & 
Tesema, 2020). Even at present, many rural communities 
with less educated people and even the educated, urban 
younger generation who do not have access to the latest 
knowledge of the sciences tend to live in their own 
traditional, gloomy spheres. Current misconceptions 
include genocidal beliefs such as ‘HIV/AIDS was 
developed by White people in the West to control Black 
African population’ and superstitious beliefs such as 
‘AIDS is caused by supernatural forces or witchcraft’ 
(Niehaus & Jonsson, 2005). Some African men believe 
that condoms were infected with ‘AIDS worms’ and that 
HIV was created by racist Whites and that HIV is put 
into the lubricant in condoms exported and distributed 
in Africa. Hence, these HIV/AIDS misconceptions are 
also obstructing HIV prevention efforts since they were 
associated with decreased condom use among African 
men (Bogart & Thorburn, 2005).

 There also exist several misconceptions about HIV 
transmission that are common in most communities: HIV 
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According to the 2016 Sri Lanka Demographic and Health 
Survey, comprehensive knowledge of HIV/AIDS among 
18,302 ever-married women is defined as understanding 
the following:
1) Consistent use of condoms during sexual relationships 

can reduce the chance of contracting HIV.
2) Having just one uninfected faithful partner can reduce 

the chance of contracting HIV.
3) It is possible for a healthy-looking person to have 

HIV.
4) It is a misconception that people can get the HIV virus 

from mosquito bites.
5) It is a misconception that someone can contract the 

HIV virus by sharing food with an HIV-infected 
person.

 The most common fallacies about HIV transmission 
in Sri Lanka are that ‘people can get the HIV virus from 
mosquito bites’ and ‘someone can get the HIV virus by 
sharing food with an HIV-infected person,’ as stated in 
the final report of the 2016 SLDHS.

 In this paper we made an in-depth investigation on 
these two common misconceptions on HIV transmission 
using the data gathered through the most recent SLDHS 
conducted by the Department of Census and Statistics 
(DCS) in 2016. The main objective of the current study 
was to identify the awareness of ever-married women 
about these two misconceptions about HIV transmission 
and to investigate how their awareness varies with their 
socio-demographic and behavioural factors. This was 
achieved by jointly modelling the outcome variables 
considering the correlation between outcomes. 

 It is obvious that two responses regarding the 
misconceptions of spreading HIV observed from the 
same respondent are likely to be correlated since a single 
person who believes one misconception is more likely 
to believe the second misconception too and awareness 
of two delusions are related to individual characteristics.  
Failure to account for such correlations by treating 
responses from the same respondents as independent 
may consequently yield incorrect inferences. Standard 
errors calculated by incorrectly assuming correlated 
observations to be independent tend to underestimate the 
true sampling variability, consequently yielding a type 
I error of significance tests (Withanage et al., 2014). 
Hence, joint modelling of two outcomes provides better 
control over type I error rates in multiple tests and gains 
efficiency in the parameter estimates.

 

MatERIaLS and MEthodS 

The survey and data source

The data used for this study were obtained from the 
Sri Lanka Demographic and Health Survey (SLDHS) 
2016 conducted by the Department of Census and 
Statistics (DCS) of Sri Lanka. Demographic and health 
surveys, also known as DHS programmes, are national 
representative population-based household surveys, 
which provide accurate and internationally comparable 
data on health indicators in developing countries. They 
collect and disseminate data on areas such as fertility, 
family planning, maternal and child health, gender, 
HIV/AIDS, malaria, and nutrition. DHS surveys are part 
of the world-wide DHS project, intending to observe 
and improve population health (The DHS programme, 
2016).

 Computer-Assisted Personal Interviewing (CAPI), 
coupled with the use of mobile and wireless technology, 
was the method of data collection used in the SLDHS 
2016. In CAPI, the data entry and validation of DHS 
2016 was also done on-site using the digital questionnaire 
on tablet computers for the first time in DCS history. A 
total of 28,720 housing units were selected as the sample, 
from which 27,455 were occupied at the time of the 
survey and out of those existing households 27,210 were 
successfully interviewed. Moreover, there were 18,302 
ever married women who were interviewed during the 
research. However, for the current study, all respondents 
who satisfy the criteria given below were selected: (1) 
ever married women in the age group 15 – 49 years in Sri 
Lanka, (2) who have ever heard about HIV/AIDS, and 
(3) have given ‘Right’ or ‘Wrong’ as answers for the two 
response variables which were identified as the two most 
prominent local misconceptions about HIV transmission, 
in the SLDHS in 2016. This resulted in a sample of 
size 11,808 women. Note that the whole population of 
ever married women in the reproductive age group (15 
– 49) who have heard about HIV/AIDS was the target 
population of the study. 

Response variables and predictors

In the SLDHS 2016, respondents were asked a couple 
of questions regarding misconceptions about HIV/AIDS. 
Among these questions, two prominent misconceptions 
were analysed: the belief that ‘people can get the HIV 
virus from mosquito bites (Y1)’ and the belief that 
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‘someone can get the HIV virus by sharing food with an 
HIV-infected person (Y2)’ (Table 1). Both questions were 
close-ended, allowing for responses of ‘Right,’ ‘Wrong,’ 
or ‘Don’t know.’ However, for the analysis, we focused 
on individuals who answered either ‘Right’ or ‘Wrong’ 

as these options provide clear information about the 
respondents’ awareness regarding these misconceptions. 
It is important to note that both statements, Y1 and Y2, 
are false.

Response variables                         Percentage of responses
 Wrong (%) Right (%)

People can get HIV virus from mosquito bites (Y1) 76.2 23.8
Someone can get the HIV virus by sharing food 

with a HIV infected person (Y2) 79.1 20.9

Table 1: Response variable statements considered

Since the SLDHS 2016 aimed to measure various aspects 
of households and their members, the questionnaire 
comprised a substantial number of questions and variables. 
Through a meticulous review and consideration of existing 
literature, relevant predictors related to misconceptions 
about the spread of HIV/AIDS were carefully filtered and 
selected for examination. The association between these 
predictors and response variables was determined using 
a Chi-squared test. Predictors that exhibited a significant 
association with responses at a 10 % level of significance 
were chosen to model the responses in conjunction with 
the predictions.

Statistical analysis

As the first step, a descriptive analysis followed by 
a Chi-squared analysis was conducted to understand 
the composition of the sample and investigate for the 
possible existence of associations between various 
categorical variables and each response variable. Binary 
logistic regression models were fitted for each response 
variable separately as the next step to identify the 
factors influencing the awareness of Y1 and Y2 among 
ever married women in the reproductive age range 
(15–49 years) in Sri Lanka. The final logistic regression 
models were selected based on forward conditional 
procedure. Predictors that showed significance (at 10% 
level of significance) for at least one of the response 
variables were included in the joint model. A higher level 
of significance (10%) was chosen for individual logistic 
models to ensure that all important predictors would be 
included in the joint model. 

 Only significant predictors identified for at least one 
response model were included in the joint model. Non-

significant predictors were removed from the model 
using the Wald test statistic. However, the results of 
the separate logistic regression models for Y1 and Y2, 
assuming independence between the two outcomes, were 
not included in this manuscript. Only the joint model 
results, which account for the correlation between Y1 
and Y2, are presented. PROC NLMIXED in SAS 9.2 
University edition was used to fit the joint model. The 
SAS codes are in the appendix.  

Joint modelling (random intercept logistic regression 
model)

Random effects logistic regression models are often 
used to model clustered binary response data assuming 
normal distribution for the random effects. Regression 
parameters in these models have a conditional, 
subject-specific interpretation in that they quantify 
regression effects for each cluster/unit. Hence, these 
parameter estimates are not directly comparable 
with the parameter estimates of the binary logistic 
regression models. In this study, joint modelling of 
two outcomes is appropriate since it was found that the 
two outcome variables are highly associated. In this 
joint modelling approach, following Wang and Louis 
(2003), a shared random effect was incorporated to 
capture the correlation between the two outcomes and a 
bridge distribution was assumed for the random effect. 
Under this assumption, the marginal functional shape 
is logistic and regression parameters have an explicit 
marginal interpretation. In addition, with a simple 
transformation, likelihood inference can be obtained 
for either marginal or conditional regression inference 
within a single model framework. A brief description of 
the joint model formulation is as follows:
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The model conditional on random intercept has the 
following form:
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where, 𝐹𝐹(. ) is the bridge distribution function. The bridge density function for the logit link is,  

𝑓𝑓(𝑏𝑏�) =
1

2𝜋𝜋
𝑠𝑠𝑠𝑠𝑠𝑠  (𝜙𝜙𝜋𝜋) 

𝑐𝑐𝑐𝑐𝑠𝑠ℎ  (𝜙𝜙𝑏𝑏�) + 𝑐𝑐𝑐𝑐𝑠𝑠 (𝜙𝜙𝜋𝜋) 
 (0 <  𝜙𝜙 < 1, −∞ <  𝑏𝑏� < ∞)                                                    (3) 

with 𝜙𝜙 = �1 + �
�� 𝑑𝑑�

�� �⁄
 and 𝑑𝑑 the random-intercept variance (Wang & Louis, 2003). 

With the above bridge distribution for the random effects, the marginal distribution can be modelled directly 

by, 

𝑙𝑙𝑐𝑐𝑙𝑙𝑠𝑠𝑙𝑙�𝑃𝑃𝑃𝑃 � 𝑌𝑌�� = 1� � = 𝜶𝜶��
� 𝑿𝑿��                                                                                                                     (4) 

where 𝜶𝜶�� measures a marginal regression effect associated with the covariate 𝑋𝑋�� for the 𝑗𝑗�� outcome. The 

relationships of regression parameters between conditional and marginal regression models are given by  

𝜶𝜶�� =
𝜶𝜶�

�(1 + 3𝑑𝑑/𝜋𝜋�)
                                                                                                                                     (5) 

 

RESULTS AND DISCUSSION 

Descriptive statistics 

Around 76% of the respondents indicated that the Y1 statement is false, while approximately 79% of the 

respondents stated that the Y2 statement is false (Table 1). This indicates that the majority of ever married 

women were aware about two prominent HIV/AIDS transmission misconceptions. Table 2 presents a summary 

of the composition of the sample of women considered by the study with respect to residential sector, region 

of the residence, current marital status, religion of the respondent, wealth index group, current working status, 

age, highest educational qualification and whether the respondent has given birth before. In the sample, of 

respondents, around 80% were from rural sector and 3% were from estate sector. In terms of the province 

where respondents resided, a majority were from Western province (21%) and the smallest number of 

respondents were from Uva province (7%). More than 91% of the ever-married women were currently married 

and around 5% of the ever-married women in the sample were not in the union, or were widowed, divorced, 

or separated. Around 90% of the respondents had given birth. Considering the religiosity of the respondents, 

the majority were Buddhist (69%), and among the others 14% and 9% of the respondents were Hindu and 

Islamic devotees, respectively. Out of the ever-married women in the sample, 33% were engaged in jobs. 

Considering the age of the respondents, 8% belonged to the age group of 15–24 years and 34% were 40 years 

or above. Regarding the highest educational level of the respondents, 25% have successfully passed 

G.C.E.(O/L) examination, 25% have successfully passed G.C.E.(A/L) examination and 6% have attained a 

degree or higher qualification. It is worth mentioning that approximately 4% of the respondents had received 

education only up to grade 5.    

It has been observed in previous studies, e.g., by Agegnehu % Tesema (2020), that exposure to mass media is 

significantly associated with awareness of misconceptions of HIV/AIDS and also the comprehensive 
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RESuLtS and dIScuSSIon

Descriptive statistics

Around 76% of the respondents indicated that the 
Y1 statement is false, while approximately 79% of 
the respondents stated that the Y2 statement is false 
(Table 1). This indicates that the majority of ever married 
women were aware about two prominent HIV/AIDS 
transmission misconceptions. Table 2 presents a summary 
of the composition of the sample of women considered 
by the study with respect to residential sector, region 

Table 2: Composition of the sample considering respondents’ 
Residence, Region, Religion, Age, Current marital status, 
Highest educational qualification, Have given birth, Work-
ing status, and Wealth index.

Variable Count Percent (%)
Residence
Estate 334 2.83
Rural 9467 80.17
Urban 2007 17.00

Region
Central 1177 9.97
Eastern 1076 9.11
North Central 847 7.17
North Eastern 1363 11.54
Northern 1335 11.31
Sabaragamuwa 1276 10.81
Southern 1465 12.41
Uva 794 6.72

Western 2475 20.96
Religion
Buddhist 8150 69.02
Hindu 1606 13.60
Islam 1001 8.48
Other 167 1.41
Roman Catholic 884 7.49

Age group (years)
15-19 112 0.95
20-24 838 7.10
25-29 1761 14.91
30-34 2487 21.06
35-39 2619 22.18
40-44 2096 17.75
45-49 1895 16.05

Current marital state
Currently married 10760 91.12
Living with a man 450 3.18
Other 598 5.06

Highest education qualification
Degree and above 744 6.30
Passed G.C.E.(A/L) or equivalent 2910 24.64
Passed G.C.E.(O/L) or equivalent 2917 24.70
Passed Grade 6-10 4711 39.90
Passed Grade 1-5 460 3.90
No Schooling 66 0.56

Have you ever given birth
No 1193 10.10
Yes 10615 89.90
Working status
No 7885 66.78
Yes 3923 33.22

Wealth Index
Lowest 2049 17.35
Second 2258 19.12
Middle 2428 20.56
Fourth 2532 21.44
Highest 2541 21.52
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newspaper) is the main source of information, and 
the most powerful way of addressing a large group of 
people to change the community awareness, attitude, 
and practice towards HIV/AIDS. In the SLDHS 2016, 
exposure to mass media of ever married women was 
measured by three questions: (1) Frequency of reading 
newspapers (at least once a week, less than once a week, 
and not at all) (2) Frequency of watching television (at 
least once a week, less than once a week, and not at all) 
and (3) Frequency of listening to radio (at least once 
a week, less than once a week, and not at all). Table 3 
illustrates the cross tabulation of exposure to mass media 
and two misconceptions Y1 and Y2. The awareness 
of two misconceptions of transmission of HIV/AIDS 
were higher among the ever-married women who read 
newspapers, who watched television and who listened 
radio, than among the ones who did not perform those 
activities at all.  

Analysis based on two independent binary logistic 
regression models

The significant predictors for Y1 or Y2, identified using 
Chi squared test, included the following categorical 
variables: age group (15–19, 20–24, 25–29, 30–34, 
35–39, 40–44, 45–49), place of residence (estate, rural, 
and urban), province (Central, Eastern, Northern, North 
Central, North Eastern, Sabaragamuwa, Southern, Uva, 
and Western), respondent’s education (never schooled, 
passed grade 1–5, passed grade 6–10, passed G.C.E. 
(O/L), passed G.C.E. (A/L), degree and above), wealth 
index (lowest, second, middle, fourth, and highest), 

Table 3: Distribution of frequency of reading newspapers, watching television and listening to radio for the two response variables 
(Y1 and Y2). 

Variable Total (column %) Y1 (row %) Y2 (row %)

Right Wrong Right Wrong

Frequency of reading newspapers
At least once a week 5553 (47.00%) 1185 (21.3%) 4368 (78.7%) 920 (16.6%) 4633 (83.4%)
Less than once a week 3807 (32.30%) 881 (23.1%) 2926 (76.8%) 820 (21.5%) 2987 (78.5%)
Not at all 2448 (20.70%) 746 (30.5%) 1702 (69.5%) 732 (29.9%) 1716 (70.1%)
Frequency of watching television
At least once a week 9691 (82.00%) 2270 (23.4%) 7421 (76.6%) 1857 (19.2%) 7834 (80.8%)
Less than once a week 1291 (11.00%) 290 (22.5%) 1001 (77.5%) 337 (26.1%) 954 (73.9%)
Not at all 826 (7.00%) 252 (30.5%) 574 (69.5%) 278 (33.7%) 548 (66.3%)
Frequency of listening to radio
At least once a week 6092 (51.60%) 1475 (24.2%) 4617 (75.8%) 1200 (19.7%) 4892 (80.3%)
Less than once a week 2686 (22.70%) 559 (20.8%) 2127 (79.2%) 538 (20.0%) 2148 (80.0%)
Not at all 3030 (25.70%) 778 (25.7%) 2252 (74.3%) 734 (24.7%) 2296 (75.8%)

of the residence, current marital status, religion of the 
respondent, wealth index group, current working status, 
age, highest educational qualification and whether the 
respondent has given birth before. In the sample, of 
respondents, around 80% were from rural sector and 
3% were from estate sector. In terms of the province 
where respondents resided, a majority were from 
Western province (21%) and the smallest number of 
respondents were from Uva province (7%). More than 
91% of the ever-married women were currently married 
and around 5% of the ever-married women in the sample 
were not in the union, or were widowed, divorced, or 
separated. Around 90% of the respondents had given 
birth. Considering the religiosity of the respondents, the 
majority were Buddhist (69%), and among the others 
14% and 9% of the respondents were Hindu and Islamic 
devotees, respectively. Out of the ever-married women in 
the sample, 33% were engaged in jobs. Considering the 
age of the respondents, 8% belonged to the age group of 
15–24 years and 34% were 40 years or above. Regarding 
the highest educational level of the respondents, 25% 
have successfully passed G.C.E.(O/L) examination, 
25% have successfully passed G.C.E.(A/L) examination 
and 6% have attained a degree or higher qualification. 
It is worth mentioning that approximately 4% of the 
respondents had received education only up to grade 5.   
It has been observed in previous studies, e.g., by 
Agegnehu and Tesema (2020), that exposure to mass 
media is significantly associated with awareness of 
misconceptions of HIV/AIDS and also the comprehensive 
knowledge of HIV/AIDS. The reason for this observation 
is obvious since mass media (radio, television, and 
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Table 4: Significant explanatory variables in the fitted binary logistic 
models.

Response variables Significant explanatory variables 
(under 10% level of significance)

People can get HIV virus 
from mosquito bites (Y1)

Province
Highest education qualification
Frequency of reading newspaper
Frequency of listening to radio
Religion
Wealth index

Someone can get the HIV 
virus by sharing food with 
a HIV infected person (Y2)

Residence
Province
Current marital state
Highest education qualification
Frequency of watching television
Frequency of reading newspaper
Religion
Age group
Wealth index

religion (Buddhist, Hindu, Islam, Roman Catholic, and 
other), working status (yes, no), exposure to mass media 
and current marital status (currently married, living with 
man, not in union) and ever given birth (yes, no). 

 The correct answer for each statement, Y1 and 
Y2, was considered a ‘success’ outcome, while giving 
the wrong answer was considered a ‘failure’ outcome. 
Logistic models were utilized to estimate the probability 
of success for each statement, Y1 and Y2, separately. 
Table 4 provides a summary of the significant explanatory 
variables (at a 10% level of significance) for each 
response variable, indicating their significant impact 
on the knowledge of HIV spread among ever-married 
women in the reproductive age group in Sri Lanka.

Results of the joint model

All predictors mentioned in Table 4 were included into 
the joint model as discussed. However, it was noted that 
the three predictors related to the exposure to mass media 
of ever married women were highly associated with each 
other, and hence the joint model including these three 
predictors (after adjusting for other predictors stated in 
Table 4) led to unrealistic conclusions due to problem of 
multicollinearity. To avoid high collinearity among these 
three predictors, the predictor variable of frequency of 
listening to radio was dropped from the model. 

Interestingly, in the joint model, the predictors ‘age’ and 
‘residence’ became significant for the response variable 
Y1 which was not significant individually (Table 4). It 
was stimulating to find out that when the two responses 
(Y1 and Y2) were jointly modelled, still current marital 
status no longer appeared as significant for Y1 at the 5% 
level of significance, but it is momentous at the 10% level 
of significance (p value = 0.068); therefore, we decided to 
keep it in the model. According to the fitted joint model, 
ever married woman’s residence area, province, age group, 
level of education, religion, current marital status, wealth 
index, frequency of reading newspapers and frequency 
of watching television were statistically associated with 
the knowledge of two prominent misconceptions of HIV/
AIDS. The regression coefficients (standard errors) of 
the joint model for two outcomes alone with odds ratios 
are presented in Table 5.

 Women residing in urban areas had 1.3 times higher 
odds of possessing knowledge regarding the statement 
‘people can get HIV from mosquito bites,’ and 1.4 times 
higher odds of knowledge regarding the statement ‘HIV 
can be transmitted by sharing food with an infected 
person’, compared to women residing in the estate sector. 
On the other hand, women in the Central province, 
which is relatively more ethnically diverse, had lower 
odds (0.811 and 0.801) of providing the correct answer 
for the statements regarding ‘HIV transmission through 
mosquito bites’ and ‘sharing food with an infected person’, 
respectively, compared to women in the Sabaragamuwa 
province, which is relatively less ethnically varied. When 
considering the age of the respondents, it was observed 
that women belonging to the 25–29 and 30–34 age groups 
exhibited decreased odds of giving the correct answer for 
the statement ‘people can get HIV from mosquito bites’ 
by 24% and 17%, respectively, compared to women in 
the 45–49 age group. However, for the second statement 
‘someone can get HIV by sharing food with an HIV-
infected person,’ it was observed that women belonging 
to the 35–39 and 40–44 age groups had an increased odds 
of giving the right answer by 23% and 18%, respectively, 
compared to women in the 45–49 age group. When 
considering the highest education level, women who had 
never been schooled had 77.6% lower odds of giving the 
correct answer for the statement ‘people may get infected 
with HIV virus from mosquito bites’ compared to women 
with a degree or above educational qualifications. 
Similarly, compared to the highest education level, 
women who had never been schooled had 59.5% lower 
odds of giving the correct answer for the statement 
‘HIV can be transmitted by sharing food with an HIV-
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Variable 
(Reference category)

Y1
(People can get HIV virus from mosquito bites)

Y2
(Someone can get HIV virus by sharing food 

with HIV infected person)
Regression coefficient 

(standard error)
Odds ratio (95% 

confidence interval)
Regression coefficient 

(standard error)
Odds ratio (95% 

confidence interval)

Residence (Estate)
Urban 0.262 (0.121)* 1.300 (1.025, 1.647) 0.346 (0.156)* 1.413 (1.041, 1.919)
Rural 0.274 (0.139)* 1.315 (1.002, 1.727) 0.337 (0.143)* 1.401 (1.058, 1.854)

Province (Sabaragamuwa province)
Western 0.012 (0.087) 1.012 (0.853, 1.200) -0.034 (0.098) 0.967 (0.798, 1.171)
Central -0.210 (0.094)* 0.811 (0.674, 0.975) -0.222 (0.105)* 0.801 (0.652, 0.984)
Southern 0.150 (0.094) 1.162 (0.966, 1.397) 0.387 (0.112)* 1.473 (1.182, 1.834)
Northern 0.390 (0.119)* 1.477 (1.17, 1.865) -0.299 (0.121)* 0.742 (0.585, 0.94)
Eastern 0.052 (0.108) 1.053 (0.852, 1.302) -0.352 (0.113)* 0.703 (0.564, 0.878)
North Eastern 0.047 (0.094) 1.048 (0.872, 1.260) 0.016 (0.105) 1.016 (0.827, 1.248)
North Central 0.925 (0.125)* 2.522 (1.974, 3.222) 0.593 (0.132)* 1.809 (1.397, 2.344)
Uva 0.043 (0.107) 1.044 (0.846, 1.288) -0.073 (0.117) 0.93 (0.739, 1.169)

Age group (45-49 years)
15-19 -0.382 (0.219) 0.682 (0.444, 1.048) -0.155 (0.128) 0.856 (0.666, 1.101)
20-24 -0.119 (0.102) 0.888 (0.727, 1.084) -0.065 (0.103) 0.937 (0.766, 1.147)
25-29 -0.275 (0.082)* 0.76 (0.647, 0.892) 0.129 (0.088) 1.138 (0.958, 1.352)
30-34 -0.182 (0.076)* 0.834 (0.718, 0.968) 0.147 (0.081) 1.158 (0.988, 1.358)
35-39 -0.138 (0.075) 0.871 (0.752, 1.009) 0.204 (0.079)* 1.226 (1.050, 1.432)
40-44 -0.114 (0.077) 0.892 (0.767, 1.038) 0.164 (0.082)* 1.178 (1.003, 1.384)

Religion (Buddhist)
Roman Catholic 0.029 (0.095) 1.029 (0.855, 1.240) -0.272 (0.099)* 0.762 (0.628, 0.925)
Islam -0.312 (0.085)* 0.732 (0.62, 0.865) -0.719 (0.087)* 0.487 (0.411, 0.578)
Hindu -0.325 (0.093)* 0.723 (0.602, 0.867) -0.669 (0.093)* 0.512 (0.427, 0.615)
Other -0.122 (0.188) 0.885 (0.612, 1.28) -0.385 (0.191)* 0.684 (0.468, 0.989)

Highest education qualification (Degree and above)
Never schooled -1.494 (0.287)* 0.224 (0.128, 0.394) -0.903 (0.307)* 0.405 (0.222, 0.74)
Passed Grade 1-5 -1.335 (0.154)* 0.263 (0.195, 0.356) -1.455 (0.173)* 0.233 (0.166, 0.328)
Passed Grade 6-10 -0.608 (0.115)* 0.544 (0.435, 0.682) -0.969 (0.137)* 0.379 (0.290, 0.496)
Passed G.C.E.(O/L) -0.438 (0.115)* 0.645 (0.515, 0.809) -0.552 (0.139)* 0.576 (0.439, 0.756)
Passed G.C.E.(A/L) -0.152 (0.114) 0.859 (0.687, 1.074) -0.203 (0.140) 0.816 (0.620, 1.074)

Current marital state (Not in union/Husband died/Divorced/Separated
Currently married 0.031 (0.099) 1.031 (0.85, 1.252) -0.113 (0.105) 0.893 (0.727, 1.097)
Living with a man 0.321 (0.155) 1.379 (1.017, 1.868) 0.317 (0.174) 1.373 (0.976, 1.931)

Wealth Index (Highest)
 Lowest -0.290 (0.093)* 0.748 (0.624, 0.898) -0.514 (0.101)* 0.598 (0.491, 0.729)
 Second -0.212 (0.081)* 0.809 (0.690, 0.948) -0.481 (0.091)* 0.618 (0.517, 0.739)
 Middle -0.148 (0.078) 0.862 (0.740, 1.005) -0.113 (0.098) 0.893 (0.737, 1.082)
 Fourth -0.160 (0.074)* 0.852 (0.737, 0.985) -0.178 (0.087)* 0.837 (0.706, 0.993)

Frequency of reading newspaper (Not at all)
At least once a week 0.189 (0.063)* 1.208 (1.068, 1.367) 0.261 (0.067)* 1.298 (1.139, 1.480)
Less than once a week 0.162 (0.064)* 1.176 (1.037, 1.333) 0.061 (0.067) 1.063 (0.9321, 1.212)

Frequency of watching TV (Not at all)
At least once a week 0.342 (0.087)* 1.408 (1.187, 1.67) 0.371 (0.089)* 1.449 (1.217, 1.725)
Less than once a week 0.233 (0.108)* 1.262 (1.022, 1.56) 0.178 (0.109) 1.195 (0.965, 1.479)
Constant 1.341 (0.240) 1.751 (0.261

Standard deviation of the random effect √𝑑𝑑 
1.377 (0.049)

Table 5: Parameter estimates (standard errors) and odds ratios (95% confidence interval) with respect to the reference category for the joint model 
of Y1 and Y2. 

* Refers to significance at 5% level of significance
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infected person. It is interesting to note that the odds of 
providing a correct response for both misconceptions 
tends to decrease as the level of education decreases. 
When considering the frequency of reading newspapers, 
women who read newspapers at least once a week had 
increased odds of giving the correct answers for both 
statements, ‘people can get HIV virus from mosquito 
bites’ and ‘HIV can be transmitted by sharing food,’ by 
21% and 30%, respectively, compared to women who 
never read newspapers or cannot read. Similarly, women 
who watched television at least once a week had increased 
odds of giving the correct answers for both statements, 
by 41% and 45%, respectively, compared to women 
who never read newspapers or are illiterate. The odds of 
giving correct answers for both misconceptions tended to 
increase with the wealth index of ever-married women. In 
terms of religion, Hindu and Islamic followers had lower 
odds of giving the right answers for both misconceptions 
compared to Buddhist followers. Ever-married women 
who were living with a partner were more likely to have 
knowledge about both misconceptions compared to 
women who were divorced, separated, or widowed.

 Related literature also supports these findings. 
Asaduzzaman et al. (2016) found that exposure to 
different types of media (radio, newspapers/magazines, 
television) was significantly associated with awareness 
of HIV/AIDS. Similarly, Haque et al. (2018) found 
that education status, mass media access, place of 
residence, and working status played significant roles in 
the perception of HIV/AIDS among married women in 
Bangladesh. A study conducted by Kanda et al. (2010) 
among the general population in Kandy, Sri Lanka, 
revealed significant associations between knowledge of 
HIV/AIDS and gender, marital status, education, religion, 
and residence. The SLDHS 2016 report also indicated 
that urban and rural ever-married women had very high 
awareness about HIV/AIDS (94% for both groups), while 
only 60% of their counterparts living in estate areas were 
aware of HIV/AIDS. Furthermore, the report stated that 
knowledge of HIV prevention and transmission was 
higher among currently married women compared to 
those who were divorced, separated, or widowed.

 In this study, we proposed a joint model to model 
two binary outcomes under the generalized linear 
mixed model (GLMM) framework. We incorporated 
the shared random effect to capture the correlation 
between two responses and assumed bridge distribution 
for the random effect, which in turn has the flexibility 
of marginal interpretation of regression coefficients. 

Modelling two misconceptions about HIV/AIDS jointly 
is more appropriate than separate fitting of models that 
ignore the dependence between two outcomes. The 
Pearson Chi-squared test of independence between 
two responses Y1 and Y2 was statistically significant, 
thereby indicating that the women who believe Y1 are 
more likely to believe Y2 as well (Chi-Squared value = 
677.476, p-value < 0.0001). This was concluded by our 
model since the variance of the random intercept was 
different from zero (√𝑑𝑑  = 1.377, p value < 0.0001).

 The study has also several strengths compared 
to previous studies. First, the correlation between 
two misconceptions about HIV/AIDS was taken into 
consideration in our analytic approach. Second, following 
Wang and Louis (2003), our model parameters have 
marginal interpretations and hence, marginal odds ratios. 
A similar study has been conducted by Samarakoon 
et al. (2020) for the awareness of misconceptions of 
HIV/AIDS among trainees in vocational centres in 
Sri Lanka, but their model parameters originally do not 
have marginal interpretation. Third, our study covered a 
large population-based study, enhancing its generality to 
all married women in Sri Lanka.

concLuSIonS

In this study, we focused on investigating the factors 
associated with two prominent misconceptions about 
HIV/AIDS among ever-married women in the reproductive 
age (15–49) who have heard about HIV/AIDS. The data 
used for the analysis were collected through the SLDHS 
2016 conducted by DCS. The two misconceptions under 
scrutiny were: 1) the belief that people can acquire the 
HIV virus from mosquito bites, and 2) the belief that 
someone can contract the HIV virus by sharing food 
with an HIV-infected person. The study aimed to explore 
the correlation between these two misconceptions while 
jointly modelling them by incorporating a shared random 
intercept into the logistic regression model. To interpret 
the parameter estimates, a bridge distribution was 
assumed for the random intercept, allowing for marginal 
interpretation. The joint model analysis revealed that 
a woman’s residence area, province, age group, level 
of education, religion, current marital status, wealth 
index, frequency of reading newspapers, and frequency 
of watching television are significantly related to the 
awareness of the above two prominent misconceptions 
among ever-married women.
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Limitations

The main limitation of this study is restraining 
measurement of women’s awareness on HIV/AIDS into 
selected variables of which most are relevant to only 
the woman’s residence area, province, age group, level 
of education, religion, current marital status, wealth 
index, frequency of reading newspapers and frequency 
of watching television. However, the education level 
and work experience of the husband too may be vital 
regarding awareness of disease or infection. The kinship, 
friendship, and neighbourhood relationships have been 
identified as crucial regarding determinants of disease 
spread in Sri Lanka. This research also could have 
been more successful if there were data provisions to 
comprehend women’s knowledge on HIV/AIDS with 
regard to other aspects such as all supplementary types 
of STDs and maternity healthcare. Therefore, future 
researchers can consider these aspects too when designing 
the study, which will consequently allow them to arrive 
at more valid and applicable conclusions. 
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Appendix

SAS Code used for the analysis of data:

proc nlmixed data=sample3;
pi=3.1415926535897931;
parms beta10=1.348 beta11=0.256 beta12=0.278 beta13=-0.009 beta14=-0.219 beta15=0.140 beta16=0.373 
beta17=0.022 beta18=0.034 beta19=0.889 beta110=0.028 beta111=-0.115 beta112=0.018 beta113=-0.324 beta114=-
0.319 beta115=-0.389 beta116=-0.107 beta117=-0.278 beta118=-0.171 beta119=-0.135 beta120=-0.124 beta121=0.035 
beta122=0.341 beta123=-1.482 beta124=-1.337 beta125=-0.616 beta126=-0.436 beta127=-0.151 beta128=0.191 
beta129=0.166 beta130=0.141 beta131=0.250 beta132=-0.079 beta133=0.145 beta134=-0.219 beta135=-0.295 
beta136=-0.153 beta137=-0.163 beta20=1.754 beta21=0.366 beta22=0.343 beta23=-0.051 beta24=-0.229 beta25=0.385 
beta26=-0.310 beta27=-0.375 beta28=0.008 beta29=0.552 beta210=-0.087 beta211=-0.387 beta212=-0.294 beta213=-
0.733 beta214=-0.668 beta215=-0.155 beta216=-0.054 beta217=0.126 beta218=0.157 beta219=0.206 beta220=0.151 
beta221=-0.105 beta222=0.355 beta223=-0.885 beta224=-1.443 beta225=-0.964 beta226=-0.535 beta227=-0.189 
beta228=0.260 beta229=0.063 beta230=0.371 beta231=0.193 beta232=-0.053 beta233=0.059 beta234=-0.529 
beta235=-0.495 beta236=-0.124 beta237=-0.184 s1=2;
uni = probnorm(b/s1);
phi = 1.0/sqrt(1+3/pi/pi*s1*s1);
B1 = 1/phi*log(sin(pi*uni*phi)/sin(phi*pi*(1-uni)));

if Y=”Y1” then do;
tmp1 = beta10 + beta11*resurb + beta12*resrur + beta13*prov1 + beta14*prov2 + beta15*prov3 + beta16*prov4 
+ beta17*prov5 + beta18*prov6 + beta19*prov7 + beta110*prov8 + beta111*reli1 + beta112*reli2 + beta113*reli3 
+ beta114*reli4 + beta115*age1 + beta116*age2 + beta117*age3 + beta118*age4 + beta119*age5 + beta120*age6 
+ beta121*currmari1 + beta122*currmari2 + beta123*highedu1 + beta124*highedu2 + beta125*highedu3 
+ beta126*highedu4 + beta127*highedu5 + beta128*rednews1 + beta129*rednews2 + beta130*watchtel1 + 
beta131*watchtel2 + beta132*lisradio1 + beta133*lisradio2 + beta134*wi1 + beta135*wi2 + beta136*wi3 + 
beta137*wi4;
expeta1 = exp(B1+tmp1);
p1 = expeta1/(1+expeta1);
ll = response*log(p1) + (1-response)*log(1-p1);
end;

if Y=”Y2” then do;
tmp2 = beta20 + beta21*resurb + beta22*resrur + beta23*prov1 + beta24*prov2 + beta25*prov3 + beta26*prov4 + 
beta27*prov5 + beta28*prov6 + beta29*prov7 + beta210*prov8 + beta211*reli1 + beta212*reli2 + beta213*reli3 
+ beta214*reli4 + beta215*age1 + beta216*age2 + beta217*age3 + beta218*age4 + beta219*age5 + beta220*age6 
+ beta221*currmari1 + beta222*currmari2 + beta223*highedu1 + beta224*highedu2 + beta225*highedu3 
+ beta226*highedu4 + beta227*highedu5 + beta228*rednews1 + beta229*rednews2 + beta230*watchtel1 + 
beta231*watchtel2 + beta232*lisradio1 + beta233*lisradio2 + beta234*wi1 + beta235*wi2 + beta236*wi3 + 
beta237*wi4;
expeta2 = exp(B1+tmp2);
p2 = expeta2/(1+expeta2);
ll = response*log(p2) + (1-response)*log(1-p2);
end;

model zz ~ general(ll);
random b ~ normal(0,s1*s1) subject=woman_id;
run;
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Abstract: Through the years, the green cover has been 
substantially reduced and transformed into human development 
projects and settlements in many cities of Sri Lanka. 
Hambantota, a southern coastal district, has faced similar 
changes over the last two decades. Therefore, this study was 
aimed at the Land-Use and Land-Cover (LULC) changes 
which had taken place along its coastal belt during the period, 
1996–2017. Comparison was done among LULC maps bearing 
fourteen different classes for the years 1996 and 2017. The 
results reveal that all LULC classes except coconut plantations 
and paddy lands show significant area changes (p < 0.05) 
during the period considered. Among the LULC changes, forest 
cover showed the highest area change (2341 ha loss (p < 0.05)) 
while 358 ha of scrubland has been cleared to establish housing 
schemes. The settlements have significantly increased (1318 
ha) and a considerable amount is due to development projects 
including the Hambantota port. The survey results show that 
63.9% of the residents in the study area agreed that the natural 
environment of the city had been affected by the development 
projects. Analysis of LULC changes and Normalized Difference 
Vegetation Index (NDVI) data suggests that Hambantota 
coastal area has developed significantly at the cost of forests 
and associated vegetation from 1996 to 2017. Rapid economic 
and population growths are identified as the main driving forces 
for the LULC changes. These results deliver an important 
decision-making reference for LULC planning and sustainable 
development in the Hambantota coastal region, which is, in 

broad sense, valid for any booming city in the country and the 
world. The urban forestry concept can be an ideal sustainable 
move to compensate the green cover loss.

Keywords: Development projects, green cover loss, LULC 
planning, sustainability, urban forestry. 

IntRoductIon

Over the past decades, socioeconomic activities have 
substantially increased in urban areas compared to 
rural areas, mainly due to the migration of large rural 
populations to urban areas and to the expansion of urban 
areas to accommodate such large numbers of people (Yu et 
al., 2011). During urban development, Land Use and Land 
Cover (LULC) changed remarkably and such changes are 
intense in developing countries (Chen & Zhang, 2017). In 
general, conversion of natural vegetation and agricultural 
lands into built-up areas such as settlements, buildings, 
roadways, and parking areas become common during 
many urban development projects (Van & Bao, 2010; 
Ranagalage et al., 2017). This trend causes numerous 
environmental impacts, such as decrease in green cover 
and agricultural lands, environmental pollution, habitat 
destruction, etc., at local, regional, and global levels 
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(Alphan, 2003; Shalaby & Tateishi, 2007; Rousta et al., 
2018). The situation in Sri Lanka is not very different 
from world trends (Suthakar & Bui, 2008; Dissanayake 
et al., 2019; Ranagalage et al., 2019). 

 In the Sri Lankan context, many development projects 
came into practice after the tsunami in 2004 and the end 
of the war in 2009. The coastal district of Hambantota in 
the Southern Province, in particular, had received quite 
a high number of development projects. Geographically, 
Hambantota is the largest district in the southern province 
of Sri Lanka, where both dry and arid climatic conditions 
are found. It is situated from 5°58’16”N to 6°34’45”N 
and 80°36’28”E to 81°42’24”E, and is 261,915 ha in 
extent, representing 4% of the whole land area of the 
country.

 Hambantota bears a high economic importance, 
particularly due to salt and fishing industries. It provides 
60% of the country’s salt production and about 13% of 
national fish catch (UDA, 2019). Additionally, it is a 
major tourist attraction due to sites such as the Bundala 
Bird Sanctuary, Yala National Wildlife Park, Ridiyagama 
Safari Park, and Dry Zone Botanical Garden. This district 
inherits a long history from the ancient Rohana Kingdom. 
People belonging to different races and religions, with 
Sinhalese forming the majority of the population, live in 
harmony (Department of Census & Statistics, 2012). It 
had a total population of 599,903 in 2012, according to 
the last census carried out, living in both urban and rural 
areas of the district (Department of Census & statistics, 
2012).

 Hambantota district borders the Indian Ocean from 
its southern and eastern directions, having a long coastal 
belt, which includes important coastal ecosystems such as 
scrub forests, mangrove forests, sandy beaches, and sand 
dunes. The two major national parks, Yala and Bundala, 
are the major tourist attractions in the Hambantota 
district. Yala was designated as a national park in 1938, 
and Bundala, in 1992. Bundala was declared as a Ramsar 
site in Sri Lanka in 1990 and as a biosphere reserve by 
UNESCO in 2005 (CEA/Euroconsult, 1993). Hambantota 
town, the district capital, and a few other urban cities 
are located along the coastal belt. A fragmented land-
use pattern depicted by man-made constructions and 
cultivations could be observed in these urban areas. 

 Many changes in land-use practices have taken place 
in the Hambantota urban area in the recent past. Major 
development projects had been initiated after the tsunami 
in 2004 as well as after the eradication of civil war in 

2009. Establishment of the Hambantota port and the 
Mattala airport have resulted an unprecedented change in 
land-use architecture in the area, and the living condition 
of the residents has been severely affected (Mariyathas 
et al., 2016; Madarasinghe et al., 2018). Construction of 
the port commenced in 2008 and was opened in 2010 
after completion of the first phase. The port plays a vital 
role in international shipping routes between Asia and 
Europe (Kotelawala, 2017). 

 The tsunami had destroyed 2754 houses in the 
Hambantota district, which included 157 houses from 
the Tissamaharama Divisional Secretariat Division 
(DSD), 299 from the Ambalantota DSD, 1167 from 
the Hambantota DSD, and 1131 from the Tangalle 
DSD (source: Hambantota District Secretary’s office). 
Therefore the LULC of the Hambantota coast has 
considerably changed after the tsunami in 2004. 
Madarasinghe et al. (2018) recorded an increase of 
settlements by about 15%, replacing scrubland, chena, 
and dry forests (~21%) in the Hambantota urban area 
during 1996–2016. This directly indicated a rapid 
economic growth, but with simultaneous green cover 
loss. 

 Although several studies had been conducted to 
study the LULC architecture and dynamics in other parts 
of the country (Lindström et al., 2012; Dissanayaka, 
2020; Rathnayake et al., 2022), the booming city of 
Hambantota remained understudied. Despite the fast 
infrastructure development, little attention had been paid 
to study LULC dynamics of this booming city, associated 
impacts on the environment, and the living status of 
the residents. The available literature only focused 
on limited areas (one Divisional Secretariat Division 
(DSD), the Hambantota DSD, and one housing scheme, 
Siribopura) in the Hambantota district. Edirisooriya et al. 
(2021) have reported LULC changes in the Hambantota 
DSD from 2008 to 2019, and reveal a significant loss 
of total forest cover in the area from 41.95% in 2008 to 
23.07% in 2019, while the built-up area has significantly 
increased. Furthermore, Perera et al. (2012) has evaluated 
the Siribopura Resettlement Housing Program, which 
was one of the resettlement programmes developed to 
relocate the communities affected by the tsunami in 2004 
and communities displaced due to development projects 
in Hambantota. Even though population growth and 
urbanization have been taking place to a great extent in 
the coastal zone of the island, literature on the LULC 
changes of the coastal zone of Hambantota district and 
the effects of rapid urbanization on the coastal zone are 
scanty. 
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This study, therefore, was aimed at investigating the LULC 
changes occurred in the coastal belt of the Hambantota 
district over a period of two decades (1996–2017) and 
their effect on the environment and the social status of the 
residents. The following questions were addressed in the 
study: a) What were the LULC changes that have taken 
place during the study period? b) Were the LULC changes 
environmentally sustainable? c) If the LULC changes 
were not sustainable, what possible managerial actions 
could be taken to restore environmental sustainability? d) 
How did development-oriented changes affect the social 
status of the residents? The main working hypothesis of 
the study was that the LULC changes that took place 
during the past two decades were not environmentally 
sustainable. 

MatERIaLS and MEthodS

Study area

Hambantota is the largest of the three districts in the 
Southern Province with a total area of 261,915 ha and a 
151 km long shoreline. The coastal belt of a minimum of 
2 km width from the shoreline (adapting to the definition 
of ‘coastal zone’ in the Coast Conservation Act No. 57 

of 1981, Sri Lanka) was taken into consideration in this 
study. All Grama Niladhari Divisions (GNDs) located 
within this 2 km width of the coastal belt of Hambantota 
district were considered and the landward margin of the 
belt was taken as GND boundaries so the belt always 
contains whole GNDs. Thus, the belt extends beyond 
the 2 km limit in some instances, and the widest is, for 
example, about 20 km where the Yala national park is 
located. This total inclusion of GNDs was necessary to 
use available data from GNDs. The total study area under 
this case study consists of seventy-four GNDs covering 
a total area of 79,683 ha. A digital map of the GND 
boundaries of Sri Lanka made in 2013 was obtained 
from the Sri Lanka Survey Department [Figure 1(a)] and 
the GNDs that are located within a 2 km distance from 
the shoreline were extracted and it was used as the study 
area vector [highlighted area in Figure 1(a)] in image 
processing and analysis in the present study.

LULC change analysis 

Digital LULC maps of the coastal belt of the Hambantota 
district for 2017 and 1996 were used in this study. Details 
of the maps used are given in Table 1(a). The extraction 
of the area was done using ArcMap v.10.3 software 
using the study area vector mentioned earlier (Figure 1). 

Figure 1: (a) Map of Sri Lanka showing the district boundaries and the coastal belt of Hambantota district 
taken into consideration in this study; (b) map of Hambantota district with some important locations 
along the study area; (c) Landsat 8 (2017) mosaicked satellite image showing the study area.
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Thereby, fourteen LULC classes—bare lands, coconut 
plantations, forest, grassland and marsh, homesteads, 
mangroves, paddy lands, other cultivations, saltpan, 
sandy areas, scrubland and chena, settlements, water, 
and other land-uses—were identified to be studied in 
the LULC map of the Hambantota coastal belt in 2017. 
LULC maps of 1996 were bearing a classification system 
as reported in the Topographic Database Specifications 
and Data Dictionary (TDSDD), Sri Lanka Survey 
Department. Thus, digital maps were then reclassified 
into the 14-class classification system of the study 
through merging necessary LULC classes. For example, 
all the water bodies such as streams, rivers, ponds, 
canals, channels, reservoirs, and waterholes were merged 
to generate the LULC class ‘water’. Subsequently, the 
area of each LULC class was estimated for both 1996 
and 2017 through area statistics using ArcMap software. 
This was followed by an area loss and gain analysis (to 
determine area change from 1996 to 2017), carried out 
using the overlay analysis method in ArcMap software. 
Two-sample proportion test was applied using R 
statistical software (R v. 4.0.3) to test the significance 

of the area changes which occurred from 1996 to 2017 
on the Hambantota coastal belt. Area statistics for the 
conversion of each LULC class from 1996 to another 
class by 2017 were derived by intersecting each overlay 
output separately with each LULC class in the two 
years, 1996 and 2017. For example, the area gain map of 
‘settlements’, obtained as an overlay output, was again 
subjected to overlay analysis (intersecting) with the 
‘saltpan’ LULC layer in 1996 to obtain the area of saltpan 
that was sacrificed for settlements by 2017. A transition 
matrix was generated using the area statistics obtained 
after overlay analysis to show all the area changes from 
one LULC to another during the 1996-2017 period.

Estimation of normalized difference vegetation index 
(NDVI) 

NDVI’s of the study area in 1997 and 2017 were estimated 
and compared in order to track the changes in greenness 
and vegetation health of the area over the two-decade 
period. This procedure was carried out merely to display 
the changes in vegetation of the area and to confirm 

 

1. Image data used for LULC change analysis

Map Area covered Year Scale Details

Digital 
LULC 
map

Coastal belt of 
Hambantota district

2017 1:17,500 ©S.K. Madarasinghe. (Data from; Madarasinghe S.K. (2022). Investigation 
of land-use changes in Western and Southern coasts of Sri Lanka in the 
past two decades (1996-2017): A field based geo-informatics approach. 
PhD Thesis, University of Ruhuna, Matara, Sri Lanka.
WGS 1984 UTM zone 44N coordinate system.
Maps have been created applying on-screen digitization techniques for 
Google earth satellite images (Madarasinghe et al., 2020a).

Digital 
LULC 
map

Coastal belt of 
Hambantota district

1996 1:50,000 ©Sri Lanka Survey Department- SLSD.
WGS 1984 UTM zone 44N coordinate system.
Maps have been created applying on-screen digitization techniques for 
Google earth satellite images (Madarasinghe et al., 2020a).

Table 1: Details of the image data used in the study.

2. Image data used for NDVI analysis

Satellite name Sensor Resolution Path/ row Coordinate system Imagery date/s Downloaded platform

Landsat 8  OLI 30m 140/056  WGS 84 UTM 13th January and United States Geological
   and  zone 44N 28th April 2017 Survey (USGS)  
   141/056    Earth Explorer

Landsat 7  ETM+ 30m 140/056  WGS 84 UTM 23rd February and United States Geological
   and  zone 44N 16th February 1997 Survey (USGS)
   141/056    Earth Explorer
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the area changes obtained from the overlay analysis. 
Landsat 8 Operational Land Imager (OLI) and Landsat 7 
Enhanced Thematic Mapper plus (ETM+) satellite data, 
both at a resolution of 30 m, were used for this purpose 
for 2017 and 1997, respectively. Cloud-free Landsat 
images of the area were not available for the year 1996 
and thus, the closest cloud-free images from 1997 were 
obtained. Details of data used are given in Table 1(b). 

 All satellite images were obtained from the dry season 
of the Hambantota district to avoid seasonal variations 
in vegetation and to avoid misclassifications due to 
flooding conditions mainly in the paddy lands. ArcMap 
10.3 software was used to perform image processing 
and image analysis. Standard colour composite images 
were derived using green, red, and near infrared bands 
and those composites were then geo-referenced using 
6 to 8 ground control points obtained from GPS. Two 
composite images of the same year were mosaicked and 
the study area, the coastal belt of the Hambantota district, 
was clipped from the mosaic using the study area vector 
created using the process described in section 2.1. NDVI’s 
for 1997 and 2017 were calculated for each mosaic image 
and their maximum values were compared. 

 NDVI outputs were overlapped with their standard 
colour composites and three land cover types, no-
vegetation areas (e.g., water, rocky areas, built-up areas, 
and bare lands), other vegetation (e.g., grasslands, 
scrublands, chena, home gardens, and sparse forests), and 
dense forest areas, were identified through comparisons. 
The tool ‘Identify’ in ArcMap was used to select break 
values to be used in classifying the NDVI outputs into 
the three aforementioned classes. NDVI of 0.25 was 
selected as the break value for the classification of 
NDVI output to vegetated and non-vegetated areas, after 
comparison of the NDVI outputs with their respective 
standard colour composites, the classified NDVI images 
were generated for 1997 and 2017. Area statistics were 
obtained for each NDVI class in order to detect the area 
change of the vegetation classes over the twenty-year 
period. Compatibility of NDVI results with the area 
statistics obtained from overlay analysis were checked 
and the NDVI results were then presented visually as a 
verification of the vegetation dynamics revealed from the 
overlay analysis.

Questionnaire survey and population density

To study how land-use changes observed in Hambantota 
urban area had affected the lives of displaced families, 
a comprehensive questionnaire survey was carried out 

in 2019 in two selected GNDs, namely, Siribopura and 
Keliyapura, where the dislocated communities due to 
Hambantota port project and the tsunami in 2004 were 
resettled. Maps of the two GNDs obtained from the 
village heads (Grama Niladhari) were used to select 
forty households randomly, and the questionnaire survey 
was carried out through interviewing the heads of the 
households. Demographic information on the lives of 
respondents were gathered through a set of close-ended 
questions.  Additionally, a series of Likert-scale questions 
were included in the questionnaire covering four major 
areas: people’s perspectives (14 questions), economy 
(24), goods and services (13), and the environment (16). 
Reliability tests followed by a principal component 
analysis (PCA) were performed for each category to 
refine the most reliable and representative Likert-scale 
questions for each of the four areas. Refined questions 
included five questions from the ‘people’s perspectives’ 
section, three from ‘economy’, four from ‘goods and 
services’ and four from the ‘environment’. Subsequently, 
descriptive statistics, particularly, frequency data, were 
generated for the responses given for these selected 
Likert-scale questions. All statistical tests were performed 
using SPSS v.25 statistical package.

 GND-wise population data in the Hambantota 
district in 2001, 2012, and 2017 were gathered from 
the Hambantota Divisional Secretariat’s office and 
the Department of Census and Statistics, Sri Lanka. 
Population data of the studied GN divisions were extracted 
from the data sets to study the trend of population change 
in the Hambantota coastal belt. The population density 
of each GND in 2001, 2012, and 2017 was then mapped 
using ArcMap v.10.3 software.

RESuLtS and dIScuSSIon

Results 

LULC change analysis 

The LULC architecture of the Hambantota coastal belt has 
changed at an unprecedented rate over the study period 
of the two decades from 1996 to 2017. Out of fourteen 
LULC classes studied for the year 2017, all the classes 
except coconut plantations and paddy lands showed 
significant area changes (positive and negative) over the 
considered period. Area statistics of each LULC class and 
the LULC changes which occurred over the two-decade 
period are tabulated in Table 2, whereas the overall area 
loss and gain of each LULC class in Hambantota coast 
during the period considered are illustrated in Figure 2. 
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Figure 2: Area loss/gain of each land-use/cover class in the Hambantota coastal belt from 1996 to 2017. Area gains are 
illustrated as positive values and area losses as negative values.

The transition matrix that shows the spatial changes of 
LULC in Hambantota coast from 1996 to 2017 is given 

in Table 3. LULC maps of the Hambantota coastal belt in 
2017 and 1996 are displayed in Figure 3.

Land-use class Area (ha) Area change
(ha)

p value
(at 95% level)

In 1996 In 2017

Bare land 14 479 465* < 2.2e-16

Coconut plantation 999 1060 61 0.1832

Forest 44128 41389 -2739* < 2.2e-16

Grassland and marsh 1465 3806 2341* < 2.2e-16

Homesteads 7140 6340 -800* 6.352e-13

Mangroves 270 477 207* 4.193e-14

Other cultivations 385 552 167* 5.358e-08

Paddy lands 4053 3972 -80 0.3595

Saltpan 2346 402 -1944* < 2.2e-16

Sandy areas 1632 2649 1018* < 2.2e-16

Scrubland and chena 12332 11481 -851* 2.337e-09

Settlements 36 1353 1318* < 2.2e-16

Water 3800 4339 539* 9.252e-10

Other land-uses 1083 1384 302* 1.148e-09

Table 2: Land-use/land-cover areas in Hambantota coastal belt in 1996 and 2017 
and the area changes over the twenty one years. p value indicates the 
significance of the area change of each LULC class at 95% confident 
interval. Significant area changes are marked with an asterisk. Area gains 
are given as positive values while area losses are shown as negative 
values.
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The Hambantota coastal belt includes Yala and Bundala 
national parks along with few other forest patches, 
distributed along the belt. The forest cover reduced by 
2739 ha (p < 0.05), showing the highest area change 
among all the LULC changes, over the period from 1996 
to 2017. Overlay analysis further revealed that most of 
the forest cover losses was observed in Yala and Bunadala 
national parks, as it had been transformed into scrubland 
and chena, grassland and marsh, homesteads and other 
land-uses by 2017 (see Table 3 for transition matrix). 
However, the LULC class, scrubland and chena, in the 
study area showed a significant overall decrease over 
the two decades by 851 ha. (p < 0.05). According to the 
overlay analysis, approximately 368 ha of scrubland had 
been cleared to establish housing schemes for relocation 
programme, particularly in the Keliyapura, Siribopura, 
and Koholankala GNDs [indicated in Figure 1 (b)], 
and 309 ha had been sacrificed in other GNDs of the 
Hambantota coast. On the other hand, the grassland and 
marsh LULC classes had significantly expanded, by 
2341 ha, p < 0.05) over the period. This expansion had 
taken place at the expense of some areas under the LULC 
classes i.e. forests, homesteads, paddy lands, scrubland 
and chena, saltpan and water areas, compared to the 1996 
map. Marsh vegetation and grassy plains had replaced 

about 153 ha of water in the Kalametiya lagoon by 2017 
due to formation of land masses in the lagoon (personnel 
communication and field observations in September 
2017). 

 Mangrove vegetation cover was identified in the 
three lagoon systems, Rekawa, Kahandamodara, and the 
Kalametiya-Lunama complex, as well as in Tangalle and 
Ambalantota. Expansion of mangrove cover had taken 
place in all five sites, resulting an overall increase of 
207 ha (p < 0.05). This expansion had taken place by 
replacing some areas under the LULC classes coconut 
plantation, grassland and marsh, scrubland and chena, 
and water in the 1996 map. The highest expansion of 
mangrove cover (114 ha) has taken place by replacing 
grassland and marsh vegetation, and most of the 
replacement was observed in Kalametiya lagoon area.

 Paddy remains the major crop cultivated in the 
Hambantota coastal belt since 1996, and covered 5% 
(4053 ha) of the study area. Coconut plantations covered 
1.3% (999 ha) of the Hambantota coastal belt in 1996. 
Neither paddy nor coconut cultivated land areas show 
any significant change over the two decades. However, 
the LULC class ‘other cultivations’ (e.g., banana, finger 

Figure 3: Land-use/land-cover maps of the coastal belt of Hambantota district in 1996 (a) and 2017 (b).
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millet, sugarcane) had expanded its area by 167 ha 
(p < 0.05). Overlay analysis revealed that some of the areas 
occupied under the LULC classes, coconut plantation 
(13 ha), homesteads (66 ha), paddy lands (52 ha), and 
scrubland and chena (302 ha), in the 1996 map had been 
replaced with the newly established croplands, which 
were listed under the class ‘other cultivations’. 

 Although the settlements in the study area 
had significantly increased (by 1318 ha) over the 
period, homestead areas had been reduced by 800 ha 
(p < 0.05). Interviews with the residents in the area 
revealed that many homesteads had been taken by the 
government to implement development projects (e.g., 
the Hambantota port). New housing schemes were 
observed in several GNDs (i.e., Siribopura, Keliyapura 
and Koholankala), within which the ‘affected residents’ 
were resettled. Establishment of new infrastructure such 
as the Hambantota port, new Administrative Building 
Complex, LAUGFS LPG Transsh6ipment Terminal, 
Mirijjawila cement grinding plant and oil refinery plant, 
International Convention Centre, and development of 
roads had mainly contributed to expand the area under 
the settlement class over the period of study. Overlay 

analysis revealed that fractions of areas under LULCs 
grassland and marsh, homesteads, other cultivations, 
paddy lands and scrubland and chena in the 1996 map 
had been replaced by these newly established settlements 
in the 2017 map. Similarly, scrubland and chena areas in 
the coastal belt had been cleared to establish homesteads 
and housing schemes during the period.

 Another significant area reduction was observed in 
the LULC class ‘saltpans’ (1944 ha; p < 0.05) in the 
Hambantota coastal belt from 1996 to 2017. In 1996, there 
had been six functioning saltpans (‘lewaya’ in Sinhala 
language), namely, Kahandamodara lewaya, Karagan 
lewaya, Hambantota Maha lewaya, Koholankala lewaya, 
Bundala lewaya, and Palatupana lewaya. Although 
the Malala lagoon was classified as a saltpan in the 
1996 LULC map obtained from the Sri Lanka Survey 
Department, residents living in the area for more than 
twenty years claimed that the lagoon had never been 
utilized as a saltpan (personal communication, August 
2019). The Karagan lewaya, which existed in the 1996 
LULC map, had been partially replaced with settlements 
(62 ha) by 2017 and the rest of the lewaya remains as 
open water and marsh.

Figure 4: NDVI outputs of the coastal belt of Hambantota for 1997 and 2017. Maps are categorized 
into three classes (non-vegetated area: NDVI < 0.25; other vegetation: NDVI = 0.25–0.40; 
dense forest: NDVI > 0.40) based on the NDVI values.
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The Hambantota coast bears five major lagoons, Mawalla, 
Rekawa, Kahandamodara, Koholankala, and Bundala, 
along with two lagoon complexes, Kalametiya-Lunama 
and Malala-Embilikanda. Two major rivers, Walawe and 
Menik, meet the Indian Ocean at the site of the estuaries 
on the Hambantota coast. Moreover, the coast bears 
several lakes, tanks, and reservoirs, most of which are 
situated inside the Bundala and Yala forest reserves. The 
inland water areas in the Hambantota coastal belt had 
significantly increased during the past twenty years (by 
539 ha, p < 0.05).

Normalized Difference Vegetation Index (NDVI) 
estimation

The NDVI outputs were classified into three different 
classes: (1) No-vegetation area such as water, rocky 
areas, built-up area and bare lands (NDVI < 0.25), 
(2) Other Vegetation like grasslands, scrublands, chena, 
home gardens and sparse forests (0.25–0.40 NDVI), and 
(3) Dense Forest area (NDVI > 0.40). Comparison of 
NDVI maps of the coastal belt of Hambantota district 
clearly shows a decrease in dense forest cover in 2017 
as compared to the status of 1997 (Figure 4 and Table 4). 
This dramatic reduction is significant in the Yala national 
forest area situated in the eastern edge of the district. The 
density of the forest cover has decreased since many 
patches of dense forest areas had been transformed into 
open forest areas. Also, some of the ‘dense forest areas’ 
located in the western part of the Hambantota coastal belt 
seen in the 1997 NDVI map are classified under ‘other 
vegetation’ areas as seen in the 2017 NDVI map.

data and thus, were considered for the analyses. All the 
respondents have been living in the Hambantota district 
for more than twenty years and that included 55.6% males 
and 44.4% females. Surveyed houses had utilities such 
as electricity, drinking water and basic sanitary facilities. 
All houses had grid electricity and 97.2% had direct 
waterlines. However, the questionnaire data revealed that 
only 55.6% are satisfied with their new residence in the 
resettlement area. Out of the dissatisfied portion, 98% of 
the residents claimed that the greater distance from their 
new home to the city area and to their working places 
were the main reasons for dissatisfaction. 

 According to the PCA results (PCA outputs are given 
in Figure 5), agriculture and fishery industry were the 
main economic sectors in the city. Moreover, goods and 
services were available in the city and tourism was also 
booming. A 94.5% portion of the respondents claimed 
that they did not need to go outside the town to find goods 
and services. According to the responses given regarding 
the environment, the two major components (PCA 1 & 
PCA 2) identified from the PCA results indicated that 
environment had been compromised for development 
projects, but the provision of services by the city to 
keep environment clean was satisfactory. Further, 63.8% 
agreed that recent development projects had affected the 
natural environment of the city. Verbal communication 
with respondents revealed that the municipal council 
had adopted sound managerial practices for waste 
management in the city. Apart from 11.1% of the 
respondents, others had stated that they strictly follow 
the guidelines that were set for the recycling programme 
in the city. PCA results regarding the goods and services 
available in the city exposed that many public and private 
service providers were available in the city. Moreover, the 
health sector provides a satisfactory service to the people 
including facilities for elderly care, health education, and 
care for disabled children, and frequency data revealed 
that 94.4% were satisfied with the medical facilities in 
the city. However, only 66.7% of the respondents were 
satisfied with the facilities provided for education. The 
survey reflects that education facilities and the public 
transport system need further improvement. 

 Many respondents complained during interviews that 
although there was an adequate number of schools in the 
city, they had a small number of well-trained teachers. 
When people’s perspectives were taken into consideration, 
the PCA results indicated that people appreciate the 
progress that the city was making in new businesses 
and development projects. Moreover, it was evident that 
people were happy about improvements taking place in 
fishing industry and in agriculture sector and they were 

1997 2017

NDVI values

Upper value 0.674074 0.540695

Lower value -0.573034 -0.347283

Area estimations / ha

< 0.25 (No vegetation area) 14341.7 11361.6

0.25 - 0.40 (Other vegetation) 20719.9 47976.1

> 0.40 (Dense forest area) 44346.9 20070.8

Table 4: A summary of the NDVI results and the criterion used 
in classifying the map into three classes based on NDVI 
values. 

Questionnaire survey

Out of the forty households selected randomly for the 
survey, only 36 questionnaire forms had no missing 
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feeling good about life in town. Most importantly, they 
were happy about available resources in the town as 
63.9% of the respondents agreed that Hambantota town 

was better because of new development projects while 
69.5% believed that the town had enough resources to 
attract new businesses.

Figure 5: Image shows PCA outputs for the questions regarding (a) environment, (b) people’s perspectives, (c) goods and 
services and (d) economy. Rotated component matrix for the questions regarding the environment is given in (e), 
while (f) shows an example for a frequency table generated for a question representing component-1 selected 
from the rotated component matrix.
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Population density

The population of the coastal belt of the Hambantota 
district has continuously increased from 2001 to 2017, 
as shown in Figure 6 (a). The population density (per ha) 
for the whole Hambantota coastal belt was 1.2 in 2001, 
1.3 in 2012 and 1.4 in 2017. These values are low due 
to the fact that the Hambantota coastal belt has large 
non-populated forest areas such as the Yala and Bundala 
national parks. When the population density of each 
GND in 2001 was taken into consideration alone, all 
had values less than 30.0 ha-1 [Figure 6 (b)], excluding 
Kudawella south GND where the population density 
was slightly higher (33.8 ha-1). In 2012, three GNDs 
of Tangalle DSD (divisional secretariat division) (i.e., 
Kudawella south, Kudawella north and Indipokunagoda 
north) showed an increase in population density, having 
population densities greater than 30.0 ha-1. 

Discussion

Changes in LULC classes show a pattern of conversion 
of forest cover to other LULC types such as grassland and 
marsh, scrubland, and chena, indicating that the forest 
systems are being disturbed by human interventions. 
Activities that attract tourists, for example, safari tours, 
camping, etc., inside the Yala and Bundala national parks 

take place frequently, and evidently those activities also 
damage the forest cover disturbing the wildlife as well 
(Estoque & Murayama, 2017; Ranagalage et al., 2018). 
In addition, a famous Buddhist monastery, Sithulpawwa, 
located within the Yala national park premises, 
attracts large crowds of local devotees, mainly during 
religious activities. Increased visitor attraction could 
have impacted park’s fauna and flora severely, due to 
inappropriate infrastructure developments, overcrowding, 
inappropriate human behaviour, and due to road accidents 
killing wildlife (McNeely et al., 1992; Ranagalage et al., 
2018). It has been emphasized that tourism in such areas 
could be made sustainable, providing protection to their 
own unique environmental values (McKercher, 1993). 
The World Tourism Organization defines sustainable 
tourism as one that improves the quality of life of host 
communities, provides high quality experience for 
guests, and maintains the quality of the environment on 
which they both depend (WTO, 1993). The Department 
of Wildlife Conservation, which manages these 
national parks under the jurisdiction of the Ministry of 
Environment and Natral Resources (DWC, 2004) has 
taken some worthy actions for providing protection and 
freedom to the wildlife in these areas by closing the 
park during dry weather (from August to mid-October) 
due to lack of water, and also allowing animals some 
break from human activities during the breeding season 

Figure 6: (a) Graph showing the population increase in Hambantota coastal belt from 2001 to 2017; Maps (b), (c), and (d) show 
GND-wise population densities of the study area in 2001, 2012 and 2017, respectively.
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(Buultjens et al., 2005). Reduction in dense forest cover 
in NDVI estimations further confirms the degradation 
of forest quality over time. Both Yala and Bundala had 
been declared as national parks well before 1997, yet 
they had lost considerable forest cover during the two-
decade period. Therefore, the government should take 
immediate action to prevent the illegal encroachments 
in the forest buffer zone and to strengthen the policies 
and action towards protecting these dry zone forests.  
In addition, forest dieback in the Bundala national park 
is one of the reasons for the conversion of forest cover 
into scrublands. Previous studies (Perera et al., 2007; 
Gunarathne & Perera, 2016) confirm the replacement 
of native tree species (e.g. Manilkara hexandra) due to 
invasion by Prosopis juliflora (Sw.) DC. and Ganoderma 
infection. 

 A dramatic decrease in the LULC class scrubland and 
chena, in the study area, was observed through the analysis. 
Many scrubland areas had been sacrificed to development 
projects which took place in the Hambantota urban 
area, including the establishment of the Administrative 
Building Complex, housing/resettlement schemes, road 
development/expansion and the port. Approximately 

358 ha of scrubland had been cleared to establish housing 
schemes in the Keliyapura, Siribopura, and Koholankala 
GNDs for those people who were dislocated due to 
the port project and also due to the tsunami in 2004. 
How natural vegetation has been sacrificed to such 
establishments in the urban area is shown in Figure 7. 
The transformation of scrubland areas clearly indicates 
the degradation of natural vegetation in the Hambantota 
coastal belt for the development projects, even though 
such projects are also required during development. 
However, the scrubland areas located within national 
park territories were collectively classified under the 
LULC class ‘forest’ in the present study, as it was hard 
to demarcate when scrublands are located inside the 
national parks. Although the scrubland and chena class 
showed an overall decrease in area over the past two 
decades, NDVI analysis showed severe degradation of 
dense forest cover as well. The dense forest areas have 
been mostly replaced by scrub species such as Securinega 
leucopyrus (Willd.) Muell. (Katupila in Sinhala, the local 
language), Prosopis juliflora (Kalapu Andara in Sinhala) 
and Mimosa pigra L. (Yodha Nidikumba in Sinhala) with 
the secondary succession that had taken place after clear-
felling and die-back scenarios.  

Figure 7: Satellite images showing the urbanization that has taken place during the study period of two decades in Hambantota 
replacing natural vegetation. (a) Landsat 5 image on 17.07.1997 and (b) Google Earth image (CNES/Air Bus) on 
05.01.2017. (MRP: Magam Ruhunupura Port; MRABC: Magam Ruhunupura Administrative Building Complex; 
Housing schemes for tsunami affected people and communities dislocated due to development projects).

Replacement of water area by marsh vegetation in the 
Kalametiya lagoon, for example, had contributed to a 
significant increase in grassland and marsh cover from 
1996 to 2017. Madarasinghe et al. (2020b) reported 
that the invasion of marshes had occurred in the newly 
formed landmasses in the Kalametiya lagoon due to 
excessive siltation. The excess of irrigated water from 
the Udawalawa irrigation project had been diverted to 

the sea through the Kalametiya lagoon, due to which 
siltation of the lagoon had increased, reducing the water 
surface area. Also, as a consequence of the construction 
of an artificial dyke at the lagoon mouth, the seawater 
influx to the lagoon had decreased, reducing the salinity 
of the lagoon. As a result, marsh vegetation (i.e., 
Typa angustifolia L.) had invaded the newly formed 
landmasses in the lagoon (Madarasinghe et al., 2020b). 
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This scenario had contributed to the increased grassland 
and marsh cover as well as the reduction of water areas 
along the Hambantota coastal belt. The same scenario had 
contributed to the significant increase of mangrove cover 
as well, particularly in the Rekawa, Kahandamodara, and 
Kalametiya lagoons. Moreover, an increase of 282.9 ha 
of mangrove cover in the Kalametiya lagoon from 1982 
to 2016 (Madarasinghe et al. 2020b), and by 1.1 ha and 
19.0 ha, respectively, in the Rekawa and Kahandamodara 
lagoons from 1994 to 2016 (Madarasinghe et al., 2017) 
were consequences of reduction of salinity levels in the 
lagoons and excessive siltation resulting from irrigation 
projects. The overall increase of mangrove cover 
outshines the small-scale losses of the mangrove patches 
in the Rekawa and Mawella lagoons. Reclamation of 
lands for human settlements and agriculture as well as 
cutting wood for housing constructions and making 
fishing crafts (Katupotha, 2017; Madarasinghe et al., 
2017) were identified as causes. Further, Jayatissa et 
al. (2002) and Madarasinghe et al. (2020b) showed 
the degradation of the quality of the mangrove forests 
along the Hambantota coastal belt, particularly in the 
Kalametiya lagoon, irrespective of the increase in total 
mangrove area. This scenario has been explained as 
‘cryptic ecological degradation’ in the aforementioned 
research publications.

 Rapid urbanization in the Hambantota coastal 
belt has caused abandonment of some paddy lands, 
especially after the tsunami in 2004. Concurrently, local 
people were recruited for the development projects 
and the newly established industries, which ultimately 
had indirectly forced them to abandon their traditional 
paddy fields. These abandoned paddy lands had then 
been converted to grasslands as well as to homesteads. 
However, the reduction of paddy land area during the 
study period was not so significant. Conversely, both 
coconut cultivation and other cultivations have increased 
in the area from 1996 to 2017. Abandoned paddy lands 
had been converted to other cultivations such as banana, 
and some abandoned homesteads had been utilized by 
the owners for coconut plantations and other cultivations 
such as sugarcane and finger millet, which resulted in a 
significant increase in the LULC class ‘other cultivations’ 
from 1996 to 2017 (personal communications and field 
observations in August 2019).

 Karagan lewaya, which was a well-functioning saltpan, 
had been completely sacrificed for the establishment of 
the Magam Ruhunupura port, construction of which had 
commenced in 2008. This contributed to the reduction 
of the ‘saltpan’ area in 2017 compared to 1996. The 
difference in saltpan area in 1996 and 2017 includes 

an overestimation in area due to classification error as 
well, where Malala lagoon was classified as a saltpan 
in the 1996 LULC map, obtained from the Sri Lanka 
Survey Department, although it had never been used as 
one according to residents living in the area (personal 
communication, August 2019).  A classification error 
in mapping Koholankala and Bundala saltpans in 2017 
LULC map has led to produce an overestimation of saltpan 
loss from 1996 to 2017. Careful observation of Google 
Earth archives revealed that some large evaporation tanks 
filled with sea water were misclassified under the ‘water’ 
LULC class in the 2017 map, while being correctly 
classified under the ‘saltpan’ class in the 1996 map. The 
personal error in image interpretation can be the reason 
for this dissimilarity and has led to overestimating the 
reduction of saltpan area from 1996 to 2017. 

 According to the questionnaire survey, basic facilities 
(i.e., electricity and water supply) had been provided 
through the resettlement programme, which was a 
commendable development move by the government. 
Greater distance from new homes to the city area and 
also to their working places have been identified as the 
main reasons for some residents’ dissatisfaction about 
the resettlement. This indicates a shortcoming in site 
selection for the resettlement programme in Hambantota. 
Mariyathas et al., (2016) reports that Urban Development 
Authority was responsible for selecting relocation sites 
for the tsunami affected people. It would have been more 
successful if a proper need analysis of the residents were 
done prior to finalizing possible areas for resettlement. 
Due to the resettlement and major changes in the road 
network, the operation of many small-scale sweets shops 
and curd stalls, which were owned by residents living 
adjacent to road-side houses, had been abandoned, 
leaving the sellers no other option than finding jobs in 
construction sites (Mariyathas et al., 2016; personal 
communication with displaced residents in August 
2019). Although some dissatisfaction remains in resettled 
communities regarding some of their life expectations, a 
majority is happy with the flourishing status of the city, 
particularly due to ongoing development programmes. 
This indicates that despite the shortcomings in resettling 
families in new areas, the government was able to make 
people satisfied with the development work in the town’s 
infrastructure and facilities. It was highlighted that 
the green cover had been reduced due to development 
projects, and thus, the urban forestry concept could be an 
ideal sustainable move to be introduced in the urban area 
of Hambantota. It is also important to launch tree planting 
programmes and promote home gardening concepts to 
enhance the environmental health in the city. 
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concLuSIonS

Overlay analysis of the multi-temporal land-use/land-
cover (LULC) maps of 1996 and 2017 together with a 
NDVI analysis and questionnaire survey to verify the 
results of the overlay analysis were carried out in the 
present study. The results reveal that the geographical 
areas of settlements including development projects 
had increased significantly (by 1318 ha compared to 
the area in 1996) during past two decades. In contrast, a 
great decline in forest cover (by 2739 ha) and scrublands 
and chena (by 851 ha) was seen from 1996 to 2017. 
NDVI results indicated a dramatic reduction of dense 
forest cover in the Yala national forest, which reflects a 
deteriorating environmental condition in the area.  Thus, 
the study reveals that significant development along the 
Hambantota coastal belt has been taken place at the cost 
of forests and associated vegetation from 1996 to 2017. A 
rapid economic and population growth can be identified 
as the main driving forces for these LULC changes. A 
noteworthy increase in population has taken place in 
several GNDs of the coastal belt of Hambantota over 
the past two decades. These results deliver an important 
reference for authorities in proper decision-making and 
LULC planning for sustainable development in the 
Hambantota coastal belt. The urban forestry concept 
could be recommended as an ideal sustainable move 
to be introduced in the urban area of Hambantota in 
order to recover the greenery lost due to infrastructure 
development.
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Improved rice varieties
Submergence tolerance and tolerance mechanism: A study on traditional and improved rice genotypes at the seedling stage under complete 
submergence stress in Sri Lanka (Shyamalee HAPA & Ranawake AL) 51: 533-546 (2023)

Improved rice
Screening eighty traditional and improved rice genotypes in Sri Lanka for salinity tolerance at the seedling stage in Yoshida solution (Shyamalee 
HAPA & Ranawake AL) 51: 597-614 (2023)

Infrastructure development 
Multiscale analysis of land use and land cover changes in Sri Lanka by remote sensing: the impacts of post-war infrastructure development in the 
last 20 Years (2002-2022) (Andrieu J, Anupama K, Bautes N, Benabou S, Crook O-J, Gunasekara V, Jayasingam T, Jayathilaka C, Kodikara KAS, 
Lombard F, Madarasinghe SK, Mathiventhan T, Muthusankar G, Premathilake R, Proisy C, Vanniasinkam N, Weeratunge N, Wickramaarachchi N 
& Mathevet R) 51: 675-688 (2023) 

Insulations 
Assessment of transverse thermal conductivity of coir fibre using experimental, analytical, and numerical methods (Chamath LG, Srimal LKT & 
Sewvandi GA) 51: 113-127 (2023)

Internal transcribed spacer (ITS) 
Rediscovery, identity, and conservation strategies of a critically endangered endemic plant, Hedyotis uinquinervia Thwaites (Rubiaceae) in Sri 
Lanka (Gunarathne A, Harasgama HDRVL, Wijewickrama T, Attanayake AS, Attanayake RN & Ratnayake RMCS) 51: 505-517 (2023)

Inverted PSCs 
Efficiency boost of inverted polymer solar cells using electrodeposited n-type Cu2O electrons selective transport layers (ESTLs) (Wanninayake 
WTMAPK, Namawardana DGKK, Wanigasekara RMG, Jayathilaka KMDC, Wijesundera RP, Siripala W & Malik MI) 51: 253-261 (2023)

In-vivo
Single and combined effect of fluoride and hardness of drinking water on nephrotoxicity: in-vivo study using Wistar rats as an animal model 
(Dilrukshi KT, Beneragama DH, Suresh TS, Wanigasuriya JKP and Manage PM) 51: 519-532 (2023)

Irrigation methods 
Distribution of phosphorus and potassium in selected rice cultivated soils and their accumulation in rice grains under farmer-managed field 
conditions in Sri Lank (Suriyagoda LDB, Neththasinghe NASA, Chandrasekara EDCT, Ekanayake EMS, Dissanayaka DMSB, Ariyarathne M & 
Marambe B) 51: 493-504 (2023)

Kahatagaha graphite mine
Mechanically exfoliated graphene from Sri Lankan vein graphite for field effect transistor application (Thanihaichelvan M, Joy Karunya M & 
Sutharsini U) 51: 105-112 (2023)

Kernel density maps
Spatial distribution of heavy metals in surface sediments of the Kalametiya Lagoon in southern Sri Lanka: Insights into the pollution status and 
socio-economic interactions (Kodikara KAS, Hoessein T, De Silva PMCS, Ranasinghe P, Somasiri HPPS, Madarasinghe SK, Gunathilaka DUV, 
Ranawaka D, Danaee M, Andrieu J & Dahdouh-Guebas F) 51: 401-411 (2023)  

Kernel
Study on compositional changes of king coconut (Cocos nucifera var. aurantiaca) water and kernel during maturation and evaluation of optimum 
quality characteristics targeting commercial applications (Jayasinghe MD, Gunasekara MMNP, Perera MGDS, Karunarathna KDSM, Chandrasiri 
GU & Hewajulige IGN) 51: 273-285 (2023)

King coconut water
Study on compositional changes of king coconut (Cocos nucifera var. aurantiaca) water and kernel during maturation and evaluation of optimum 
quality characteristics targeting commercial applications (Jayasinghe MD, Gunasekara MMNP, Perera MGDS, Karunarathna KDSM, Chandrasiri 
GU & Hewajulige IGN) 51: 273-285 (2023)

Kurtosis 
A kurtosis-based parameter for classifying elliptical hollow sections under bending (Nanayakkara KIU & Dias WPS) 51: 615-628 (2023)

Laboratory model setup 
Effect of degree of saturation on pullout resistance of soil nailing in lateritic soil (Fernando KASN & Priyankara NH) 51: 237-251 (2023)
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Land cover distribution 
Spatial and temporal changes of land use land cover distribution in selected sites of the southern coastal zone of Sri Lanka (Wijesundara WMIC, 
Gunathilaka DUV, Madarasinghe SK, Andrieu J, Muthusankar G, Kankanamge NR & Kodikara KAS) 51: 341-357 (2023) 

Laterite
Removal of methylene blue from aqueous solution using raw laterite: an adsorption study (Gunathilake BM, Jayawardana D, Pupulewatte PGH, 
Dissanayake S & Manage PM) 51: 53-67 (2023)

Leaf morphology 
Beyond aesthetics: Integration of textural groups of tropical ornamental shrubs into urban planting designs (Yakandawala K, Bandara A, Yakandawala 
D & Abeynayake R) 51: 463-477 (2023)  

Leaf texture
Beyond aesthetics: Integration of textural groups of tropical ornamental shrubs into urban planting designs (Yakandawala K, Bandara A, Yakandawala 
D & Abeynayake R) 51: 463-477 (2023)  

Leucas diffusa 
Two new additions and one confirmation of the occurrence of Lamiaceae (Lamiales) species from Northern dry zone in Sri Lanka (Jayasinghe HD 
& Gamhewa HT) 51: 175-181 (2023)

Liquefaction
Estimation of soil liquefaction potential in Colombo Port City (Sri Lanka) using several design earthquakes (Ilangakoon IACC & Athapaththu 
AMRG) 51: 129-148 (2023)

Logistic regression
Socio-demographic and behavioural factors associated with prominent misconceptions of hIV/aIdS transmission among ever married women in Sri 
Lanka: an application of modelling correlated binary outcomes using a bridge distribution function (De Alwis NM, Withanage N, Jayasinghe CL 
& Ananda S) 51: 689-701 (2023) 

LULCC 
Multiscale analysis of land use and land cover changes in Sri Lanka by remote sensing: the impacts of post-war infrastructure development in the 
last 20 Years (2002-2022) (Andrieu J, Anupama K, Bautes N, Benabou S, Crook O-J, Gunasekara V, Jayasingam T, Jayathilaka C, Kodikara KAS, 
Lombard F, Madarasinghe SK, Mathiventhan T, Muthusankar G, Premathilake R, Proisy C, Vanniasinkam N, Weeratunge N, Wickramaarachchi N 
& Mathevet R) 51: 675-688 (2023) 

LULC
Land-use and land cover changes along the coastal belt of hambantota district, southern Sri Lanka, over the period 1996-2017 (Madarasinghe SK, 
Yapa KKAS, Udayakantha PMP, & Satyanarayana B) 51: 703-719 (2023)

Mannar basin 
Identification of depositional features in the Albian and Aptian sections over the hydrocarbon exploration block M2 on the Mannar Basin, Sri Lanka 
(Munasinghe TM, Premarathne U & Weerasinghe DA) 51: 263-272 (2023)

Mapping 
Spatial and temporal changes of land use land cover distribution in selected sites of the southern coastal zone of Sri Lanka (Wijesundara WMIC, 
Gunathilaka DUV, Madarasinghe SK, Andrieu J, Muthusankar G, Kankanamge NR & Kodikara KAS) 51: 341-357 (2023) 

Marker ABUOP0003 
Assessment of submergence stress responses and mining allelic variations of submergence tolerance gene Sub1A in Sri Lankan rice germplasm 
(Kariyawasam T, Nanayakkara D, Sumanarathna A, Weerasinghe D, Suriyagoda L & Jayatilake D) 51: 81-91 (2023) 

Metabolic pathway 
Insights into the ecological roles of assembling genomes for stimulated methanogenic archaea Methanoculleus in coal Seams (BJ Liu and Y Li) 51: 
149-158 (2023)

Metagenome assembly 
Insights into the ecological roles of assembling genomes for stimulated methanogenic archaea Methanoculleus in coal Seams (BJ Liu and Y Li) 51: 
149-158 (2023)

Metaphoric visualization 
Secure Code City: 3-dimensional visualization of software security facets (Wijesiriwardana C, Wimalaratne P, Abeysinghe T, Shalika S, Ahmed N 
& Mufarrij M) 51: 437-450 (2023)  

Methanogenesis
Insights into the ecological roles of assembling genomes for stimulated methanogenic archaea Methanoculleus in coal Seams (BJ Liu and Y Li) 51: 
149-158 (2023)
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Methylene blue
Removal of methylene blue from aqueous solution using raw laterite: an adsorption study (Gunathilake BM, Jayawardana D, Pupulewatte PGH, 
Dissanayake S & Manage PM) 51: 53-67 (2023)

Misconceptions on disease transmission
Socio-demographic and behavioural factors associated with prominent misconceptions of HIV/AIDS transmission among ever married women in 
Sri Lanka: an application of modelling correlated binary outcomes using a bridge distribution function (De Alwis NM, Withanage N, Jayasinghe 
CL & Ananda S) 51: 689-701 (2023) 

Mobility
Mechanically exfoliated graphene from Sri Lankan vein graphite for field effect transistor application (Thanihaichelvan M, Joy Karunya M & 
Sutharsini U) 51: 105-112 (2023)

Model-assisted
A comparison of model parameter estimation methods for A comparison of model parameter estimation methods for complex survey survival data 
(Jayamanne IT, Ramanayake A & Jayatillake RV) 51: 93-104 (2023) 

Molecular docking 
Natural α-glucosidase inhibitors from selected medicinal plants in Malaysia (Liew SY, Sivasothy Y, Shaikh NN, Javaid K, Isa DM, Lee VS, 
Choudhary MI & Awang K) 51: 299-309 (2023)

Molecular phylogeny 
Molecular and phenotypic characterization of Colletotrichum plurivorum and Colletotrichum musae causing banana anthracnose disease in the 
Central Province of Sri Lanka (Kurera WMS, Adikaram NKB, Yakandawala DMD, Maharachchikumbura SS, Jayasinghe L & Samarakoon K) 51: 
311-326 (2023)

Moments 
On recurrence relations for moments of dual generalized order statistics for a general transmuted power function distributions with characterizations 
(Shahbaz SH & Shahbaz MQ) 51: 37-51 (2023)

Morphometric analysis
Beyond aesthetics: Integration of textural groups of tropical ornamental shrubs into urban planting designs (Yakandawala K, Bandara A, Yakandawala 
D & Abeynayake R) 51: 463-477 (2023)  

Multiday boats
Prevalence of histamine forming bacteria in selected nodes of the supply chain of Sri Lankan Yellowfin tuna (Ginigaddarage PH, Ganegama 
Arachchi GJ, Ariyawansa KWS & Nanayakkara CM) 51: 215-223 (2023)

Murraya koenigii L. 
Probiotic potential of bacterial endophytes isolated from leaves of Murraya koenigii L. (Bandara AC, Abayasekara CL, Karunaratne AM & Panagoda 
GJ) 51: 389-400 (2023)

Nanoparticle formulation 
pH-dependent release properties of curcumin encapsulated alginate nanoparticles in skin and artificial sweat (Shakoor IF, Pamunuwa GK & 
Karunaratne DN) 51: 413-427 (2023)  

Nauclea subdita
Natural α-glucosidase inhibitors from selected medicinal plants in Malaysia (Liew SY, Sivasothy Y, Shaikh NN, Javaid K, Isa DM, Lee VS, 
Choudhary MI & Awang K) 51: 299-309 (2023)

N-Cu2O 
Efficiency boost of inverted polymer solar cells using electrodeposited n-type Cu2O electrons selective transport layers (ESTLs) (Wanninayake 
WTMAPK, Namawardana DGKK, Wanigasekara RMG, Jayathilaka KMDC, Wijesundera RP, Siripala W & Malik MI) 51: 253-261 (2023)

NDVI 
Multiscale analysis of land use and land cover changes in Sri Lanka by remote sensing: the impacts of post-war infrastructure development in the 
last 20 Years (2002-2022) (Andrieu J, Anupama K, Bautes N, Benabou S, Crook O-J, Gunasekara V, Jayasingam T, Jayathilaka C, Kodikara KAS, 
Lombard F, Madarasinghe SK, Mathiventhan T, Muthusankar G, Premathilake R, Proisy C, Vanniasinkam N, Weeratunge N, Wickramaarachchi N 
& Mathevet R) 51: 675-688 (2023) 

Nephrotoxic effect
Single and combined effect of fluoride and hardness of drinking water on nephrotoxicity: in-vivo study using Wistar rats as an animal model 
(Dilrukshi KT, Beneragama DH, Suresh TS, Wanigasuriya JKP and Manage PM) 51: 519-532 (2023)

New records 
Two new additions and one confirmation of the occurrence of Lamiaceae (Lamiales) species from Northern dry zone in Sri Lanka (Jayasinghe HD 
& Gamhewa HT) 51: 175-181 (2023)
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NID1 
Whole exome sequencing coupled with in silico functional analysis identified NID1 as a novel candidate gene causing neuro-psychiatric disorder in 
a Pakistani family (Muzammal M, Ahmad S, Ali MZ, Fatima S, Abbas S, Khan J, Ullah H, Shah W, Duan L & Khan MA) 51: 643-650 (2023)

Novel candidate
Whole exome sequencing coupled with in silico functional analysis identified NID1 as a novel candidate gene causing neuro-psychiatric disorder in 
a Pakistani family (Muzammal M, Ahmad S, Ali MZ, Fatima S, Abbas S, Khan J, Ullah H, Shah W, Duan L & Khan MA) 51: 643-650 (2023)

Number of fruits per vine
Genetic control of fruit length, external colour and number of fruits per vine in bitter gourd studied using Charantia × Muricata crosses (Kumari 
HMSP, Nisansala PU, Wijewardhana EP, Sumanasinghe DP, Abeysiriwardena DS De Z & Kusalani TLCN) 51: 589-595 (2023)

Optical logic gate 
Simulation and numerical analysis of SOA- based all optical NAND gate for high data rate communication (Anusooya V, Ponmalar S, Manikandan 
MSK & Gobalakrishnan S) 51: 225-235 (2023)

Optimization algorithms
Temperature control in an exothermic continuous stirred tank reactor (Rani VA, Guna G, Prabhakaran D & Thirumarimurugan M) 51: 21-35 
(2023)

Ornamental shrubs 
Beyond aesthetics: Integration of textural groups of tropical ornamental shrubs into urban planting designs (Yakandawala K, Bandara A, Yakandawala 
D & Abeynayake R) 51: 463-477 (2023)  

Orthosiphon pallidus
Two new additions and one confirmation of the occurrence of Lamiaceae (Lamiales) species from Northern dry zone in Sri Lanka (Jayasinghe HD 
& Gamhewa HT) 51: 175-181 (2023)

Oviposition-site deprivation 
Effect of oviposition-site deprivation on reproductive performance and life history parameters of dengue vector Aedes aegypti (Gunathilaka RAKM 
& Ganehiarachchi GASM) 51: 3-11 (2023)

P and K contents 
Distribution of phosphorus and potassium in selected rice cultivated soils and their accumulation in rice grains under farmer-managed field 
conditions in Sri Lank (Suriyagoda LDB, Neththasinghe NASA, Chandrasekara EDCT, Ekanayake EMS, Dissanayaka DMSB, Ariyarathne M & 
Marambe B) 51: 493-504 (2023)

P3HT-PCBM 
Efficiency boost of inverted polymer solar cells using electrodeposited n-type Cu2O electrons selective transport layers (ESTLs) (Wanninayake 
WTMAPK, Namawardana DGKK, Wanigasekara RMG, Jayathilaka KMDC, Wijesundera RP, Siripala W & Malik MI) 51: 253-261 (2023)

PAHs
Polycyclic aromatic hydrocarbons and food safety: A review (U Samarajeewa) 51: 185-204 (2023)

Pakistani family
Whole exome sequencing coupled with in silico functional analysis identified NID1 as a novel candidate gene causing neuro-psychiatric disorder in 
a Pakistani family (Muzammal M, Ahmad S, Ali MZ, Fatima S, Abbas S, Khan J, Ullah H, Shah W, Duan L & Khan MA) 51: 643-650 (2023)

Pathogenicity 
Molecular and phenotypic characterization of Colletotrichum plurivorum and Colletotrichum musae causing banana anthracnose disease in the 
Central Province of Sri Lanka (Kurera WMS, Adikaram NKB, Yakandawala DMD, Maharachchikumbura SS, Jayasinghe L & Samarakoon K) 51: 
311-326 (2023)

Percentile estimator 
Error detection through modified phase II process monitoring under different classical estimators (Jabeen R & Zaka A) 51: 479-491 (2023) 

Pesticides
Spatial distribution of heavy metals in surface sediments of the Kalametiya Lagoon in southern Sri Lanka: Insights into the pollution status and 
socio-economic interactions (Kodikara KAS, Hoessein T, De Silva PMCS, Ranasinghe P, Somasiri HPPS, Madarasinghe SK, Gunathilaka DUV, 
Ranawaka D, Danaee M, Andrieu J & Dahdouh-Guebas F) 51: 401-411 (2023)  

Pharmacokinetics
Quantification of metabolite cinnamic acid of cinnamon (Cinnamomum zeylanicum) in human plasma (Pigera S, Ranasinghe P, Kaumal MN & 
Galappatthy P) 51: 13-19 (2023)
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Physico-chemical changes
Study on compositional changes of king coconut (Cocos nucifera var. aurantiaca) water and kernel during maturation and evaluation of optimum 
quality characteristics targeting commercial applications (Jayasinghe MD, Gunasekara MMNP, Perera MGDS, Karunarathna KDSM, Chandrasiri 
GU & Hewajulige IGN) 51: 273-285 (2023)

Physicochemical properties
Comparison of physicochemical and sensory properties of African butter seed (Pentadesma butyracea) and cocoa fats for potential use in future food 
applications (Jayathissa NPS, Silva ABG, Madhujith WMT, De Silva PGSM, Jayatissa R) 51: 69-79 (2023)  

Physicochemical properties
Preliminary study on surface phytoplankton assemblages and physicochemical parameters, off the west and south-west coasts of Sri Lanka (Jayasiri 
HB) 51: 359-372 (2023) 

Phytoplankton
Preliminary study on surface phytoplankton assemblages and physicochemical parameters, off the west and south-west coasts of Sri Lanka (Jayasiri 
HB) 51: 359-372 (2023) 

Planning
Land-use and land cover changes along the coastal belt of hambantota district, southern Sri Lanka, over the period 1996-2017 (Madarasinghe SK, 
Yapa KKAS, Udayakantha PMP, & Satyanarayana B) 51: 703-719 (2023)

Polymer solar cells
Efficiency boost of inverted polymer solar cells using electrodeposited n-type Cu2O electrons selective transport layers (ESTLs) (Wanninayake 
WTMAPK, Namawardana DGKK, Wanigasekara RMG, Jayathilaka KMDC, Wijesundera RP, Siripala W & Malik MI) 51: 253-261 (2023)

Polymerase chain reaction 
Pulsed-field gel electrophoresis typing and molecular characterization of Listeria monocytogenes isolates in raw milk samples from Polonnaruwa 
District, Sri Lanka (Wijendra WAS, Kaushalya AGGK, Kuruppuarachchi KGR, Harshani HBC, Fonseka WASI & Ramesh R) 51: 547-553 (2023)

Post-stratification 
A comparison of model parameter estimation methods for A comparison of model parameter estimation methods for complex survey survival data 
(Jayamanne IT, Ramanayake A & Jayatillake RV) 51: 93-104 (2023) 

Power function distribution
On recurrence relations for moments of dual generalized order statistics for a general transmuted power function distributions with characterizations 
(Shahbaz SH & Shahbaz MQ) 51: 37-51 (2023)

Pre-monsoon 
Variations of pre-monsoon season related atmospheric parameters over Kakinada region (Vishnu TR, Kumar KS, Ahammad SKH, Kumar GNS, 
Umakanth N, Rao MC & Krishna S) 51: 555-569 (2023)

Probiotics
Probiotic potential of bacterial endophytes isolated from leaves of Murraya koenigii L. (Bandara AC, Abayasekara CL, Karunaratne AM & Panagoda 
GJ) 51: 389-400 (2023)

Pullout resistance 
Effect of degree of saturation on pullout resistance of soil nailing in lateritic soil (Fernando KASN & Priyankara NH) 51: 237-251 (2023)

Pulsotypes 
Pulsed-field gel electrophoresis typing and molecular characterization of Listeria monocytogenes isolates in raw milk samples from Polonnaruwa 
District, Sri Lanka (Wijendra WAS, Kaushalya AGGK, Kuruppuarachchi KGR, Harshani HBC, Fonseka WASI & Ramesh R) 51: 547-553 (2023)

R2R3-MYB transcription factor 
Does an R2R3-MYB transcription factor affect anthurium spathe colour variation via regulation of vacuolar pH?  (Jayaprada NVT, Fukai S, 
Geekiyanage S) 51: 629-641 (2023)

Release kinetic mechanisms 
pH-dependent release properties of curcumin encapsulated alginate nanoparticles in skin and artificial sweat (Shakoor IF, Pamunuwa GK & 
Karunaratne DN) 51: 413-427 (2023)  

Reproductive performance
Effect of oviposition-site deprivation on reproductive performance and life history parameters of dengue vector Aedes aegypti (Gunathilaka RAKM 
& Ganehiarachchi GASM) 51: 3-11 (2023)

Rhamnaceae
In-vitro wound healing potential of Ziziphus oenoplia (L.) Miller (Samarasinghe WMP, Jayawardena KH, Ranasinghe C, Somaratne S & Gunaherath 
GMKB) 51: 327-340 (2023)
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Rice 
Assessment of submergence stress responses and mining allelic variations of submergence tolerance gene Sub1A in Sri Lankan rice germplasm 
(Kariyawasam T, Nanayakkara D, Sumanarathna A, Weerasinghe D, Suriyagoda L & Jayatilake D) 51: 81-91 (2023) 

Rice soils and grains
Distribution of phosphorus and potassium in selected rice cultivated soils and their accumulation in rice grains under farmer-managed field 
conditions in Sri Lank (Suriyagoda LDB, Neththasinghe NASA, Chandrasekara EDCT, Ekanayake EMS, Dissanayaka DMSB, Ariyarathne M & 
Marambe B) 51: 493-504 (2023)

RMS amplitude 
Identification of depositional features in the Albian and Aptian sections over the hydrocarbon exploration block M2 on the Mannar Basin, Sri Lanka 
(Munasinghe TM, Premarathne U & Weerasinghe DA) 51: 263-272 (2023)

ROS inhibitors
Synthesis and biological evaluation of gallic acid esters as phagocyte oxidative burst inhibitors (Baheej MAA, Haniffa HM, Siddiqui H & Jabeen 
A) 51: 429-435 (2023)  

Rotation capacity
A kurtosis-based parameter for classifying elliptical hollow sections under bending (Nanayakkara KIU & Dias WPS) 51: 615-628 (2023)

Rubiaceae
Rediscovery, identity, and conservation strategies of a critically endangered endemic plant, Hedyotis uinquinervia Thwaites (Rubiaceae) in Sri 
Lanka (Gunarathne A, Harasgama HDRVL, Wijewickrama T, Attanayake AS, Attanayake RN & Ratnayake RMCS) 51: 505-517 (2023)

Salinity tolerance 
Screening eighty traditional and improved rice genotypes in Sri Lanka for salinity tolerance at the seedling stage in Yoshida solution (Shyamalee 
HAPA & Ranawake AL) 51: 597-614 (2023)

Satellite altimetry
Sea level variability at Colombo, Sri Lanka, inferred from the conflation of satellite altimetry and tide gauge measurements (Prasanna HMI, 
Gunathilaka MDEK & Iz HB) 51: 205-214 (2023)

Satellite imagery 
Spatial and temporal changes of land use land cover distribution in selected sites of the southern coastal zone of Sri Lanka (Wijesundara WMIC, 
Gunathilaka DUV, Madarasinghe SK, Andrieu J, Muthusankar G, Kankanamge NR & Kodikara KAS) 51: 341-357 (2023) 

Scratch wound assay (SWA)
In-vitro wound healing potential of Ziziphus oenoplia (L.) Miller (Samarasinghe WMP, Jayawardena KH, Ranasinghe C, Somaratne S & Gunaherath 
GMKB) 51: 327-340 (2023)

Sea-level rise
Sea level variability at Colombo, Sri Lanka, inferred from the conflation of satellite altimetry and tide gauge measurements (Prasanna HMI, 
Gunathilaka MDEK & Iz HB) 51: 205-214 (2023)

Sea-level trend and acceleration 
Sea level variability at Colombo, Sri Lanka, inferred from the conflation of satellite altimetry and tide gauge measurements (Prasanna HMI, 
Gunathilaka MDEK & Iz HB) 51: 205-214 (2023)

Security vulnerabilities 
Secure Code City: 3-dimensional visualization of software security facets (Wijesiriwardana C, Wimalaratne P, Abeysinghe T, Shalika S, Ahmed N 
& Mufarrij M) 51: 437-450 (2023)  

Sediments
Risk assessment of heavy metals in the freshwater lake sediments around Eppawala phosphate deposit, Sri Lanka (Batapola NM, Dushyantha 
NP, Ratnayake NP, Premasiri HMR, Panagoda H, Jayawardena CL, Chandrajith R, Ilankoon IMSK, Rohitha LPS, Ratnayake AS, Koongolla JB, 
Abeysinghe AMBK, Dissanayake DMDOK & Ratnayake RMP) 51: 573-587 (2023)

Seedling stage 
Submergence tolerance and tolerance mechanism: A study on traditional and improved rice genotypes at the seedling stage under complete 
submergence stress in Sri Lanka (Shyamalee HAPA & Ranawake AL) 51: 533-546 (2023)

Seedling stage
Screening eighty traditional and improved rice genotypes in Sri Lanka for salinity tolerance at the seedling stage in Yoshida solution (Shyamalee 
HAPA & Ranawake AL) 51: 597-614 (2023)
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Seismic data
Identification of depositional features in the Albian and Aptian sections over the hydrocarbon exploration block M2 on the Mannar Basin, Sri Lanka 
(Munasinghe TM, Premarathne U & Weerasinghe DA) 51: 263-272 (2023)

Semiconductor optical amplifier
Simulation and numerical analysis of SOA- based all optical NAND gate for high data rate communication (Anusooya V, Ponmalar S, Manikandan 
MSK & Gobalakrishnan S) 51: 225-235 (2023)

Sensitivity Index
Analyzing the effects of quarantine, isolation, and vaccination on the spread of COVID-19 via a mathematical model (LW Somathilake) 51: 159-
174 (2023)

Sensory properties
Comparison of physicochemical and sensory properties of African butter seed (Pentadesma butyracea) and cocoa fats for potential use in future food 
applications (Jayathissa NPS, Silva ABG, Madhujith WMT, De Silva PGSM, Jayatissa R) 51: 69-79 (2023)  

Serogroup 
Pulsed-field gel electrophoresis typing and molecular characterization of Listeria monocytogenes isolates in raw milk samples from Polonnaruwa 
District, Sri Lanka (Wijendra WAS, Kaushalya AGGK, Kuruppuarachchi KGR, Harshani HBC, Fonseka WASI & Ramesh R) 51: 547-553 (2023)

Serotypes
Pulsed-field gel electrophoresis typing and molecular characterization of Listeria monocytogenes isolates in raw milk samples from Polonnaruwa 
District, Sri Lanka (Wijendra WAS, Kaushalya AGGK, Kuruppuarachchi KGR, Harshani HBC, Fonseka WASI & Ramesh R) 51: 547-553 (2023)

Short memory method 
Comparative analysis of three memory selection methods for time integration of Fractional Reaction-Diffusion Equations (Somathilake LW) 51: 
373-385 (2023)

Simplified empirical procedure
Estimation of soil liquefaction potential in Colombo Port City (Sri Lanka) using several design earthquakes (Ilangakoon IACC & Athapaththu 
AMRG) 51: 129-148 (2023)

Sinhalese inscriptions 
Chronological attribution of Sinhalese inscriptions using deep learning approaches (Heenkenda HMSCR & Fernando TGI) 51: 451-462 (2023)  

Skin delivery
pH-dependent release properties of curcumin encapsulated alginate nanoparticles in skin and artificial sweat (Shakoor IF, Pamunuwa GK & 
Karunaratne DN) 51: 413-427 (2023)  

Slenderness
A kurtosis-based parameter for classifying elliptical hollow sections under bending (Nanayakkara KIU & Dias WPS) 51: 615-628 (2023)

Smoke curing
Polycyclic aromatic hydrocarbons and food safety: A review (U Samarajeewa) 51: 185-204 (2023)

Software engineering
Secure Code City: 3-dimensional visualization of software security facets (Wijesiriwardana C, Wimalaratne P, Abeysinghe T, Shalika S, Ahmed N 
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