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Empiricism and non-empirical research

Empiricism, the doctrine that knowledge is derived from 
experience, is a dominant feature of the natural sciences 
which primarily seeks to understand natural phenomena 
occurring in the world we live in. In contrast, formal 
sciences (of which mathematics is the foremost example) 
deals with abstract structures which may or may not be 
applicable to real world phenomena. 

There has always been a close connection between 
mathematics and natural science. Galileo Galilei (1564 
–1642) expressed the view that nature is written in a 
mathematical language. The development of computers 
was historically connected with the attempt to carry out 
mathematical calculations using a machine rather than 
the human brain. Modern developments in computer 
science and technology have resulted in the development 

of powerful tools such as machine learning (a field within 
artificial intelligence), which are beginning to be applied 
to complex problems, particularly those involving vast 
amounts of data, in many fields of natural science. 
 

A key issue in machine learning models is 
generalizability. Problems with regard to application 
of machine learning models in health care have been 
highlighted recently in the literature. It is reported that 
many models are unreliable when applied to data from 
outside the training data set. The JNSF, in keeping 
with its focus on natural science have introduced with 
the current issue new guidelines for authors submitting 
papers on computing and related areas such as artificial 
intelligence and machine learning, which emphasize the 
need for empirical evaluation of research findings.

Ajit Abeysekera
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Abstract: This paper presents a study on the use of different 
solid insulators and oil volumes inside oil-filled high voltage 
equipment to minimize the effect of damage that occurs 
due to creeping discharge activity. A point-plane electrode 
arrangement-based test apparatus, energized by a high voltage 
supply, is used for analyzing the propagation of creeping 
discharges over solid/coconut oil interfaces using visual 
observation. In particular, the effect of oil level and the effect 
of the kind of solid insulators, such as glass and acrylic, are 
analyzed incorporating the discharge length associated with 
pattern propagation. The result shows that the glass and acrylic 
insulators do not have a significant effect on the discharge 
length when they are immersed in coconut oil even if the 
breakdown voltage of acrylic is higher than that of glass by 
28%. The results also show that when the oil level inside the 
test cell increases, the amount of ramification and propagation 
of streamers decreases, reducing the discharge length. The 
fall of the coconut oil level under electric field-generated 
electrodynamics motion inside the oil-filled high voltage 
equipment can create an opposition force on the discharge 
propagation. However, such a phenomenon can initiate 
discharge propagation at low voltage values.

Keywords: Coconut oil, discharge length, electric field, 
electrodynamic motion, propagation, Oil Height, 

INTRODUCTION

An efficient and reliable electrical power supply plays an 
important role in the quality of electricity. Failure of high 
voltage equipment leads to catastrophic events, resulting 

in economic losses and injury to humans. Therefore, 
power utilities are putting their maximum effort to 
maintain high voltage assets with a reliable operation 
(Beroual & Boubakeur, 1991; Kebbabi & Beroual, 
2006; Ediriweera et al., 2018). Solid/liquid or solid/gas 
interfaces can be seen in oil or gas-filled high voltage 
equipment such as power transformers, capacitors, 
bushings, and circuit breakers. These composite 
insulation systems are subjected to different stresses 
and when the tangential electric field at the interface 
exceeds a threshold value, discharges can be initiated and 
propagated over the interface (Douar et al., 2015). These 
discharges are commonly called creeping discharges. 
Due to the frequent occurrence of creeping discharges, 
the insulation system can undergo irrecoverable damage, 
and finally, this may lead to flashover (Douar et al., 
2015).

 Conventionally, petroleum-based mineral oil has 
been used inside oil-filled high voltage apparatus due 
to its better electrical and thermal properties. However, 
recently attention has been paid to the useability of natural 
ester oils such as coconut oil, soybean oil, and sunflower 
oil, due to several disadvantages associated with mineral 
oil such as future scarcity and poor biodegradability. Past 
research has concluded that treated ester oils can be used 
as an alternative oil, with improved dielectric properties 
(Abeysundara et al., 2001; Lucas et al., 2002). Coconut 
oil is a commercially available vegetable oil, used for 

High voltage engineering
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cooking purposes in countries such as Sri Lanka, India, 
and Malaysia. Studies have shown that the physical, 
chemical, thermal, and dielectric properties of the oil 
have acceptable levels for it to be used as a dielectric 
liquid. Compared to other natural esters, coconut oil 
is rich in saturated fatty acids (around 90%), which 
increases its melting point and conductivity levels 
(Matharage et al., 2013). A lot of work has recently been 
devoted to the creeping discharges propagating on solid 
insulators immersed in mineral oil and different kinds of 
esters (Kebbabi & Beroual, 2006; Sitorus et al., 2015; 
Zhou et al., 2016;). Therefore, it is worthwhile to study 
creeping discharge formation on insulators immersed in 
coconut oil.

 On the other hand, engineers have carried out many 
studies to understand the creeping discharge propagation 
mechanism to reduce the likelihood of a breakdown. Most 
of the work has focused on the formation of streamers 
which are low-density conductive gaseous channels that 
are formed in the liquid closer to the interface (FitzPatrick 
et al., 1990; Lesaint et al., 1988; Gournay & Lesaint, 
1994). In our previous studies, the effect of the pressure 
generated by the mass of the coconut oil on the gaseous 
streamers and the fractal dimension of the creeping 
discharges have been analyzed (Ediriweera et al., 2019). 
The electrohydrodynamic motion of the coconut oil has 
limited the discharge prorogation reducing the possibility 
of flashover. Thus, the effect of oil levels on the variation 
of discharge length should be studied to reduce the effect 
on the creeping discharge formation.

 The main objective of this paper is to analyse 

experimental creeping discharges propagating over glass 
and acrylic insulating materials immersed in coconut oil, 
using a test apparatus. The experiential model, which 
is based on a point-plane electrode system, is used to 
carry out the experimental tests. The effect of the kind 
of dielectric material on the discharge prorogation, while 
incorporating the structure and discharge length of the 
patterns and the effect of oil level on creeping discharge 
propagation, incorporating the discharge length, are 
analysed.

MATERIALS AND METHODS

Experimental test setup

Figure 1 shows the schematic view of the test setup, 
similar to what has been used in previous studies 
(Ediriweera et al., 2020). The test cell basically consists 
of a cylindrical core made of clear acrylic and has a 
point-plane electrode arrangement inside it. The gap 
between the point electrode and the plane electrode can 
be varied and thin flat insulating material samples can be 
inserted for testing purposes. The samples are immersed 
in insulating liquid by filling the test cell with coconut 
oil.  A CCD camera, with a high frame rate connected to 
a high-performance video card, is mounted over the test 
cell and the integrated images taken by it are used for the 
optical observation of the discharge. The plane electrode 
is grounded and the point electrode is energized by a 
partial discharge (PD) free HVAC test transformer. If 
the flashover or the complete dielectric breakdown is 
observed, the test cell is refilled with new oil to maintain 
the condition of the oil.
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Experimental procedure

Flat square-shaped solid material samples of a side 
length of 9 cm and a thickness of 3 mm are used for 
the study. Two kinds of pre-prepared solid materials, 
namely glass and acrylic are used to analyze the 
creeping discharge propagation over the solid/coconut 
oil interface. In particular, the effect of kind of the solid 
dielectric and oil level on the solid material sample 
on discharge propagation are analysed using the test 
setup. Commercially available copra type coconut oil 
is selected as the liquid dielectric medium. More details 
on the extraction method and chemical composition of 
copra-type coconut oil can be found in earlier research 
(Matharage et al., 2013). Table 1 shows the dielectric 
breakdown voltage and dielectric constant of material 
samples. The parallel plate method is used to measure the 
relative permittivity of the solid material samples at 100 
Hz using an LCR meter as in previous studies (Mandric 
et al., 2018; Karunarathna et al., 2019). The breakdown 
voltages of the solid samples and coconut oil were found 
according to the ASTM D-149 standard and IEC 60156 
standard, respectively.

 The influence of hydrostatic pressure on creeping 
discharges has been studied (Kebbabi & Beroual, 
2003; Beroual & Kebbabi, 2008; Matharage et al., 
2013; Beroual & Khaled, 2018), and according to these 
findings, low-density gaseous channels are affected by 
the hydrostatic pressure. In the current study, the level of 
copra-type coconut oil inside the test cell is changed in 
order to analyse the effect of the oil level over the solid 
sample on creeping discharge propagation, and glass 
material samples are used. The heights of the oil levels 
inside the test cell, and the corresponding calculated 
volumes are listed in Table 2.

Discharge length

Creeping discharges may have several mainstreamers 
starting from their starting point, and there may be 
side branches starting from mainstreamers. Discharge 
morphology depends on different factors such as electric 
field distribution. As an example, with mineral oils, 
negative streamers tend to propagate radially while 
positive streamers are more concentrated around their 
initiation point with more ramified branches having 
different discharge lengths (Kebbabi & Beroual, 
2006). Therefore, each streamer may have different 
total discharge lengths. In this paper, two terms, final 
discharge length and radial discharge length, are defined 
for the purpose of analysis of the creeping discharges. 
What is defined as the final discharge length in this 
paper is the maximum discharge length of a particular 
streamer out of all the streamers that the pattern has, and 
it assesses the voltage required to get a discharge of a 
particular length. The other term is the radial discharge 
length which measures the maximum radial extension 
the pattern makes from its initiating point.

RESULTS AND DISCUSSION

Type of solid dielectric material

Creeping discharges under an alternating voltage do 
not always propagate radially with this point plane 
arrangement. An electric field distorted by space 
charges on the insulators is considered to be the main 
reason for such an orientation (Beroual et al., 2011). 
Creeping discharge characteristics such as light intensity, 
number of mainstreamers and branches, and amount of 
ramification depend on the type of solid material. Figure 
2 and Figure 3 show the development of discharge 
patterns propagating over acrylic and glass samples 
respectively. The size of the discharge patterns increases 
when the applied voltage is increased. The thickness 
and the brightness of the channels reduce along with the 
streamers.

       The shape of the discharges on the glass/oil interface 
is different from what was observed on the acrylic/
oil interface. It accounts for luminosity, the number of 
mainstreamers, the amount of ramification, and shape. 
On this material, it is noted that the patterns have more 
ramified branches and luminous points. Previous studies 
have shown that negative discharges propagating under 
vegetable oils have the same characteristics as what 
was observed on the glass/coconut oil interface (Dang 
et al., 2012). Therefore, patterns propagating over a 

Level 1 Level 2 Level 3 Level 4

Oil height (mm) 10 20 35 50

Oil volume (mL) 154 307 548 769

Table 2: Considered oil levels

Acrylic Glass Coconut oil

Breakdown voltage 
(kV/mm) 41 32 15

Dielectric constant 4.5 5 2.9

Table 1: Dielectric properties of material samples
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glass/oil interface show the characteristics of negative 
streamers rather than positive ones. On the other hand, 
the brightness of the streamers has no high dependency 
on the applied voltage, compared to that on the acrylic/
oil interface.

to that of glass/oil, the amount of ionization on the glass 
interface increases as the voltage increases. The contours 
closer to the tip of the point electrode have caused the 
space charges to concentrate more around it, resulting 
in a more intensive glow around the tip of the point 
electrode.

Figure 2: Development of creeping discharges on acrylic material 
samples
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Figure 3: Development of creeping discharges on glass material samples Figure 3: Development of creeping discharges on glass material 
samples

As the voltage increases, the brightness of the streamers 
propagating on both interfaces increases. The luminous 
points on the glass surface make the streamers less 
prominent so that they cannot be identified separately or 
defined very well just by the naked eye. Other than that, 
discharge patterns propagating over the glass surface 
tend to propagate radially compared to that on the acrylic 
surface, where curved streamers can be observed, as a 
result of the electro-hydrodynamic motion of oil in the 
vicinity of the point electrode. Therefore, streamers try to 
follow these contours. Even though the light emitted by 
the patterns propagating over the acrylic/oil interface is 
not intense at the initial stage of development compared 
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on the acrylic/oil interface. However, the discharge 
length cannot exactly define which interface promotes 
more discharges. Further, the capacitive effect of the 
slightly different permittivity values of the solid material 
samples, as shown in Table 1, on discharge prorogation, 
is also negligible.

Effect of oil level

Figures 6 – 8 show the development of creeping discharge 
patterns on the glass surface at applied voltages of 18 kV, 
23 kV, and 26 kV respectively, for the different oil levels 
shown in Table 2.

When the oil level increases, the size of the pattern, the 
number of branches, and emitted light decrease due to the 
reduction in the tangential electric field at the tip of the 
point electrode. At low coconut oil levels, electrodynamic 
motion becomes more prominent and affects the pattern 
prorogation and its characteristics. More details on the 
electrodynamic motion associated with coconut oil and 
the effect of the tangential electric field at the tip of the 
point electrode on the pattern propagation can be found 
in Ediriweera et al. (2019).

 When the oil level is increased, the final and radial 
discharge lengths of creeping discharges are reduced, as 
shown in Figure 9 and Figure 10 respectively, and the 
discharge length curves show a quasi-linear behaviour 
with the applied voltage irrespective of the oil level when 
the solid samples are immersed in copra-type coconut oil. 
Such a variation on the discharge length was observed 
for different hydrostatic pressure values by Beroual et al. 
in 2002, 2003, and in 2008 under AC, DC, and impulse 
voltages with solid samples immersed in petroleum-
based mineral oil (Kebbabi & Beroual, 2003; Beroual & 
Kebbabi, 2008; Beroual & Khaled, 2018).

 The slopes of discharge length curves and the 
associated R-square values, considering the quasi-
linearity of discharge length curves, are listed in Tables 
3 and 4. With the R square value of each curve close 
to 1, their quasi- linearity is confirmed. The rate of rise 
of discharge length with applied voltage depends on the 
coconut oil level. The rate of rise of each curve becomes 
weaker as the oil level increases, except the curve 
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Figure 8: Oil level on creeping discharge development under 26 kV

 The final discharge length and radial discharge length 
increase quasi-linearly with the voltage, as shown in 
Figure 4 and Figure 5, respectively. It is to be noted that 
all the discharge length values listed in the paper are the 
average of four experiments conducted under the same 
conditions. With a high-speed CCD camera, it is possible 
to take the discharge patterns at their maximum extension. 
Even if at low voltage values, the lengths corresponding 
to the acrylic/oil interface is slightly higher than that of 
the glass/oil interface, when the voltage increases, the 
discharge length of patterns on glass/oil exceed that 
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                             Final discharge length with oil level

Level 1 Level 2 Level 3 Level 4

Slope 1.523 3.25 0.8098 0.033

R square value 0.9653 0.9825 0.9653 0.9717

Table 3: Information of final discharge length curves

                                Radial Discharge Length with oil level

Level 1 Level 2 Level 3 Level 4

Slope 1.1021 2.6196 2.5475 0.033

R square value 0.9856 0.9771 0.9679 0.9717

Table 4: Information of radial discharge length curves

CONCLUSION

This paper presented a study of creeping discharge 
propagation over solid/coconut oil insulation interfaces. 
Experiments were carried out with a point plane 
electrode arrangement and a high-speed image recorder 
in order to investigate creeping discharges along surfaces 
of glass and acrylic samples immersed in coconut oil 
with varying oil levels under an AC divergent field. 
Pattern propagating on the glass surface can be more 
characterized by luminous, ramified streamers. Glass 
and acrylic material samples do not have a significant 
effect on the discharge length when they are immersed in 
coconut oil even though the breakdown voltage of acrylic 
is higher than that of glass by 28%. The study has shown 
that the final discharge length and radial discharge length 
increase quasi-linearly with the applied voltage even on 
materials immersed in coconut oil. It has been observed 
that size, brightness, and discharge length reduce as the 
oil level increases. The rate of change of the discharge 
length with the applied voltage decreases when the oil 
height over the solid dielectric increases. Electrodynamic 
motion has been shown to be a key factor in deciding 
the characteristics of discharge propagation along with 
the tangential electric field. Decrease in oil level due to 
the electric field generated electrodynamics motion can 
create an opposing force on the discharge prorogation, 
reducing the possibility of flashover as the discharges 
try to follow the contours created by the oil. However, 
discharges can get initiated at low voltage values with 
low oil levels. In industrial applications, the insulation 
systems are normally subjected to  high stress levels. 
Thus, it can be concluded that the volume or the height 
of oil inside coconut oil filled high voltage equipment 
should be maintained to minimize the discharge initiation.
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Figure 9: Variation of the final discharge length of the creeping 
discharges propagating over the solid samples versus the 
applied AC voltage for different oil levels.10 
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The slopes of discharge length curves and the associated R-square values, considering the quasi-linearity of 

discharge length curves, are listed in Tables 3 and 4. With the R square value of each curve close to 1, their quasi- 
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The rate of rise of each curve becomes weaker as the oil level increases, except the curve corresponding to Level 1. 
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of the oil level at low oil levels due to electric field generated electrodynamics motion opposes the pattern 

propagation, and it had become more prominent at oil Level 1. 
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Final discharge length with oil level 
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Figure 10: Variation of the radial discharge length of the creeping 
discharges propagating over the solid samples versus the applied AC 
voltage for different oil levels. 
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Figure 10: Variation of the radial discharge length of the creeping 
discharges propagating over the solid samples versus the 
applied AC voltage for different oil levels.

corresponding to level 1. The rate of rise of the curves 
corresponding to level 1 is lower than that corresponding 
to level 2, because the fall of the oil level at low oil levels 
due to electric field generated electrodynamics motion 
opposes the pattern propagation, and it had become more 
prominent at oil level 1.
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Abstract: Detrimental effects imposed by petrochemical 
plastics on the environment are among the most often discussed 
concerns in the current era. Although the scientific community 
has discovered numerous eco-friendly alternatives, the cost 
of manufacture has restricted the usage of such material. The 
present study focused on the direct utilization of naturally 
existing cyanobacterial blooms to extract biodegradable 
poly-β-hydroxybutyrate (PHB) aiming to minimize the 
cost of production by eliminating the need for growing of 
cyanobacterial monocultures. This attempt provides remedies 
for plastic pollution and hazardous cyanobacterial blooms 
simultaneously. Fresh cyanobacterial bloom samples were 
collected from the hypereutrophic Beira Lake, Colombo. 
They were maintained under in vitro conditions for 7 days, 
provided with a 12/12 hours light/dark cycle, and deprived of 
an external supply of nutrients. PHB production was optimized 
for Nitrogen, Phosphate, and Carbon sources: glucose, 
sucrose, and lactose. The extracted PHB was quantified by 
spectrophotometric analysis. Structure confirmation was 
carried out using FTIR and Raman spectroscopy. The mean 
percentage weight of PHB yield was 7.13 ± 0.12% w/w. 
Optimization studies showed that nitrate deficiency and the 
presence of glucose as an exogenous carbon source imposed 
a stimulatory effect for PHB accumulation by cyanobacteria. 
The maximum amount of PHB (9.6% w/w) was found  to be 
accumulated by cyanobacteria on the fourth day following the 
bloom sample collection. Hence, the present study proposes a 
sustainable utilization method of cyanobacterial blooms as a 
promising source for PHB production.

Keywords: Beira Lake, biodegradable plastics, cyanobacteria, 
poly-β-hydroxybutyrate (PHB), polyhydroxyalkanoates 
(PHAs).  

INTRODUCTION 

In the modern era of technology, plastics have become 
some of the most widely used and indispensable 
materials worldwide.  Plastics are incorporated with 
home appliances, components of automobiles, computer 
equipment, packaging, medical tools and devices, 
and many such essential items that are regularly used 
(Rahimi & Garcia, 2017). Due to their light weight, 
stability, durability, and economic feasibility, plastics 
have replaced wood, glass, and metal components in 
domestic and industrial applications. Conventional 
petrochemical plastics are the most extensively used 
and are generally inexpensive (Geyer et al., 2017). 
Nonetheless, such synthetically produced polymers cause 
serious environmental problems due to their persistent 
nature (Chen & Patel, 2012; Muhammadi et al., 2015).

 These non-biodegradable plastics take a very long 
time to degenerate and therefore accumulate in the 
environment creating a large spectrum of environmental 
impacts (Welden, 2020) as well as animal and human 
health impacts (Halden et al., 2010, Awuchi & Awuchi, 
2019). Severe environmental concerns like safe disposal, 
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solid waste management, and plastic waste incineration 
justify the production of materials like green polymers, 
biodegradable plastics, or bioplastics utilizing renewable 
resources (Singh et al., 2017).

 Biodegradable plastics are a class of bioplastics 
produced from biobased materials and biodegradable 
into elemental and simple substances (Carpine et al., 
2015). PHAs are polymers that are entirely of microbial 
origin and are composed of various hydroxyalkanoic 
acids as their monomer units (Muhammadi et al., 2015). 
PHA biopolymers are predominantly linear, head-to-tail 
thermoplastics with hydroxyalkanoic acid as monomer 
units. The carboxyl group of one monomeric unit forms 
an ester bond with the hydroxyl group of the adjacent 
monomeric unit. They are described by the common 
structural formula as shown in Figure 1. Each PHA 
monomeric unit possesses a side chain R group which 
can differ from a hydrogen to a methyl to a tridecyl group 
(Muhammadi et al., 2015).

 PHA bioplastics can be subdivided into three groups; 
short-chain-length-PHAs (SCL-PHAs), medium-chain-
length-PHAs (MCL-PHAs), and long-chain length-PHA 
(LCL-PHAs). Among SCL-PHAs, polyhydroxybutyrate 
(PHB) is the most widespread in various bacterial and 
cyanobacterial species.  The chemical structure of PHB 
is illustrated in Figure 2. PHB has gained the scientific 
community’s interest due to its properties such as 
thermoplastic processability, hydrophobicity, complete 
biodegradability, biocompatibility, optical purity and 
piezoelectricity (Singh et al., 2017).

 Many microorganisms are known to produce PHB as 
an intracellular energy and carbon storage product (Ansari 
& Fatma, 2016; Troschl et al., 2017). The biosynthesis of 
this type of polymers is limited to prokaryotic organisms 
and usually formed as intracellular inclusions under 
stressed growth conditions; that is, in the presence 
of an excess of a carbon source and a limited nutrient 
supply, particularly nitrate and phosphate (Balaji et al., 
2013; Muhammadi et al., 2015). As a result of these 
unbalanced growth conditions, reduction equivalents 
created by metabolic oxidation processes are stored in a 
water-insoluble, chemically and osmotically inert form, 
which is PHB or any other kind of PHA (Chong et al., 
2021). 

 The worldwide progression of the PHB thermoplastic 
market is powered by its variety of uses in different 
arenas and the ever-increasing interest in eco-friendly 
alternatives. Commercial PHB production is based on 
the pure cultures of natural PHB producing heterotrophic 
bacteria: Ralstonia eutropha, Alcaligenes sp., 

Azotobacter sp., Bacillus sp., Nocardia sp., Pseudomonas 
sp. and Rhizobium sp. (Chandani et al., 2014).

 Successful and viable synthesis of PHB requires the 
optimal incorporation of technological innovations with 
economic feasibility for their commercial production 
and marketing. Therefore presently, to overcome such 
limitations, advanced and intensified research on the 
exploitation of photoautotrophic hosts (plant systems 
and cyanobacteria) is receiving much attention over 
the heterotrophic bacterial systems with an ultimate 
aim to produce cost-effective PHB (Sakthiselvan & 
Madhumathi, 2019). 

 Cyanobacterial production of PHA thermoplastics 
was described for the first time in a nitrogen fixing 
cyanobacterium, Chlorogloea fritschii, grown with 
acetate supplementation (Singh et al., 2017). To 
date, the occurrence of PHB has been reported in 
many cyanobacterial species, including Spirulina 
sp., Aphanotheca sp., Microcystis sp., Nostoc sp., 
and Synechocystis sp. (Balaji et al., 2013). The main 
advantages of using cyanobacteria for the production 
of PHB instead of using conventional heterotrophic 
bacteria and plant sources are, (a) cyanobacteria do not 
compete for resources with the agro-food market; (b) the 
contribution of cyanobacteria for the carbon sequestration 
decreases the burden of the greenhouse gas released 
to the atmosphere; and (c) the nutrient requirement of 
cyanobacteria is minimal (Gopi et al., 2014; Carpine 
et al., 2015).  

Figure 1: Structure of PHAs (Brandl et al., 1990)
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Figure 6: Scanned spectrum and the standard curve for commercial PHB 
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Figure 2: Structure of PHB



PHB production potential of cyanobacterial blooms 735

Journal of the National Science Foundation of Sri Lanka 50(4) December 2022

slides were allowed to dry and then observed under oil 
immersion using a light microscope (at a magnification of 
10×100), and the images were captured by Microscopic 
Image Projection System (MIPS).

Extraction of PHB

The cyanobacteria bloom samples were stored at room 
temperature for 7 days under laboratory conditions. 
Subsequently, the samples were freeze-dried and stored 
at 4˚C. PHB was extracted using a modification of the 
method described by Yellore and Desai (1998). A weight 
of 100 mg of dry biomass was added into an Erlenmeyer 
flask with 100 mL of analytical grade methanol, followed 
by sonication for 15 minutes in ice, and stored overnight 
at 4˚C to remove pigment (Ansari & Fatma, 2016). 
Subsequently, the samples were centrifuged at 8000 rpm 
for 20 minutes, and the resulting pellet was dried at 60˚C 
for 20 minutes to complete the removal of methanol. The 
polymer was extracted by boiling with chloroform and 
precipitated with cold diethyl ether. The precipitate was 
separated by centrifuging at 9000 rpm for 30 minutes 
and the pellet obtained was washed with acetone and 
dissolved in hot chloroform, followed by evaporation at 
4˚C to obtain the crude extract of PHB. 

Determination of the optimum day for yield of PHB

The biosynthesis and utilization of PHB are affected 
by the intensity of the nutrient stress. Therefore, bloom 
samples were maintained at a 12/12 light/dark cycle 
in the laboratory for 7 days without providing any 
nutrient supplements. Then the production of PHB was 
determined following the method described. Equal 
volumes (500 mL each) of bloom samples were stored 
in 7 similar glass jars, and 100 mL of sub-sample was 
collected and freeze-dried from one jar per day. PHB was 
extracted from known weights of dried biomass, and the 
yield was calculated each day.

Optimization of an exogenous carbon source

PHB production was optimized by changing carbon 
sources as given in (Table 1).  

Nutrient optimization 

Optimization was carried out to study the effect of 
nitrate and phosphate concentrations on PHB yield. The 
samples were provided with 1 mg/L and 2 mg/L of nitrate 
(potassium nitrate) and phosphate (anhydrous potassium 
phosphate), respectively, in excess of their initial 
concentrations recorded in the field. The samples were 
maintained in the laboratory for 3 days and the yields of 
PHB in each sample were quantified. 

Although the cyanobacterial PHB has been the subject 
of research for many years, it has not reached the 
market (Kamravamanesh et al., 2018). Cyanobacterial 
monocultures are yet an expensive alternative correlated 
to the low yield they provide compared to heterotrophic 
bacteria. Thus, the present study aimed to develop 
a method to extract PHB from naturally occurring 
cyanobacterial blooms, which will reduce the cost 
of culturing the microbes for PHB production and 
concurrently provides a novel use of problematic algal 
blooms. 

 In Sri Lanka, most of the eutrophicated freshwater 
bodies are conquered by the cyanobacterial genus 
Microcystis. Beira Lake is a hypereutrophic lake situated 
in Colombo city, where the cyanobacterial species 
Microcystis aeruginosa and Spirulina sp. are abundant 
throughout the year (Idroos & Manage, 2014). Both 
these genera have been recorded as PHB synthesizers in 
variable amounts (Balaji et al., 2013; Ansari & Fatma, 
2016).  Thus, the Beira Lake was selected to collect 
cyanobacteria bloom samples for PHB extraction in the 
present study.

MATERIALS AND METHODS

Sample collection

Before collecting the bloom samples, the temperature, 
pH, and electrical conductivity (EC) of the surface water 
were recorded at the site (GPS location - 6˚55’02” N 
79˚51’16” E). Approximately 15 litres of bloom samples 
were collected into plastic containers and transported to 
the laboratory. The concentrations of total phosphate and 
nitrate of the samples were determined using standard 
methods (Silva et al., 1996). 

Identification of cyanobacteria

The morphological features of colonies and solitary 
species in the sample were identified following the 
standard phytoplankton and cyanobacteria identification 
keys (Manage, 2012).

Microscopic visualization of PHB

PHB accumulated in cyanobacteria was visualized 
microscopically using the Sudan Black B staining 
method (0.3% Sudan Black B in 70% ethanol), following 
the heat fixed procedure (Wei et al., 2011). The slides 
were immersed in xylene for 5-10 minutes for complete 
decolorization and then the smear was counterstained 
with safranine solution (0.5% in water) for 10 seconds 
followed by gentle rinsing with running tap water. The 
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Spectrophotometric analysis

Both qualitative and quantitative analyses were 
performed with Thermo Scientific GENESYS 10S Series 
UV-Vis spectrophotometer.  

 The conventional protocol for the determination of 
PHB is based on the conversion of PHB into crotonic 
acid (2-butenoic acid) when heated in conc. H2SO4 
and measuring its absorbance at 235 nm (Ansari & 
Fatma, 2016). Initially, the UV spectrum was obtained 
for crotonic acid derived from standard PHB, and the 
wavelength which gives the highest absorbance (λmax) 

was confirmed. Then a standard curve was prepared 
using absorbance measurements for a series of known 
concentrations. 

 PHB extracted from 100 mg of dry microalgal 
biomass was taken into a boiling tube. Subsequently, 
10 mL of conc. H2SO4 acid was added and heated at 
100˚C for 20 minutes.The absorbance was measured at 
the λmax obtained from the scanning spectrum of PHB. 
The PHB concentration of the sample was determined 
using the standard curve. The average weight percentage 
yield of PHB was calculated using the following 
equation. 

Jar number
The volume of the 
algae sample (mL)

Supplement added
The volume of supplement 

added (mL)

1 (L) 800 Lactose (1g) 200

2 (S) 800 Sucrose (1g) 200

3 (G) 800 Glucose (1g) 200

4 (C) 800 Distilled water 200

Table 1: Optimization for the exogenous carbon sources
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Raman spectroscopy analysis

Raman spectra were obtained for the standard PHB 
and the crude extract using a DXR2 Smart Raman 
instrument, and overview spectra were acquired in the 
range of 60–3300 cm−1.

Statistical analysis

All the tests were conducted in triplicate, and the 
calculations of statistical mean, standard deviation, 
standard error and pair-wise comparison of quantitative 
data were performed using MINITAB 14 software.

RESULTS AND DISCUSSION

Cyanobacterial blooms are a widespread nuisance, 
abundantly found in eutrophic surface waters worldwide. 
The mass development of planktonic cyanobacteria 
forming dense and occasionally toxic blooms in 

freshwater, brackish, and marine environments threatens 
ecosystem functioning and human health by causing the 
water quality for recreation, drinking, and fisheries to 
deteriorate (Idroos et al., 2017). The present study focused 
on directly utilizing existing cyanobacterial blooms to 
extract biodegradable PHB, simultaneously providing a 
considerable remedy to hazardous cyanobacterial blooms 
availability of other organisms such as heterotrophic 
bacteria, protozoans, and zooplankton as predators in the 
ambient environment.

 Many species of cyanobacteria are known to perform 
both autotrophic and heterotrophic production of PHB 
under illuminated and non-illuminated conditions, 
respectively. Under non-illuminated environments, both 
Microcystis sp. and Spirulina sp. can utilize organic 
carbon sources available in the environment for their 
metabolism (Chen et al., 1996). The bloom samples were 
provided with a 12/12-hour light/dark cycle in the present 
study. Since solar energy is unavailable during non-
illuminated hours, it can be assumed that heterotrophic 
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production of PHB is carried out mostly within the 
dark 12 hours. Sharma and Mallick (2005) stated that 
dark periods are required for PHB accumulation in 
photoautotrophic cultures. A 12/12-hour light/dark cycle 
has been recognized as the optimum light condition for 
PHB production in cyanobacterial monocultures (Sharma 
& Mallick, 2005).

Identification of PHB producing cyanobacteria

Microscopic analysis of the collected bloom samples 
showed the presence of three species namely Microcystis 
incerta, Microcystis aeruginosa, and Spirulina platensis. 
Of these, M. aeruginosa was the most dominant and 
Spirulina platensis was observed occasionally.

Microscopic visualization of PHB

PHB is a lipid-like compound that accumulates in granules 
in the cytoplasm of cyanobacterial cells, which can be 
visualized under the light microscope by staining with 
Sudan black B. Sudan black B is a lipophilic stain that 
stains lipid-rich environments. Since cyanobacteria are 
visible under the light microscope, owing to the presence 
of pigments chlorophyll and phycobilin, counterstaining 
with Safranin is not mandatory. Intracellular vesicles 
containing PHB were visible in black colour after being 
stained with Sudan Black B. It was noticeable that the 
intracellular vesicles containing PHB in Microcystis spp. 
were more numerous on day three than on day one. PHB 
granules were not observed in Spirulina on day one. 
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Figure 3: Visualization of PHB by Sudan black B staining. (a) Spirulina and Microcystis 
day 1, (b) Microcystis day 1, (c) Spirulina day 3, (d) Microcystis day 3, 
(e) Spirulina and Microcystis day 3 at the magnification of 10×100. 
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Microscopic visualization of bloom samples fixed and 
stained after one and three days of storing under in vitro 
conditions provides pictorial evidence that synthesis of 
PHB granules in Microcystis spp. commences earlier 
than in Spirulina platensis (Figure 3).  
   
Extraction of PHB

The recovery of PHB requires rupturing of cyanobacterial 
cells and elimination of the protein layer that wraps 
PHB granules. Subsequently, PHB has to be selectively 
dissolved in a suitable solvent. Solvent extraction, used 
in the present study, was the most extensively adopted 
procedure to extract PHB from cellular biomass, due to 
its simplicity and efficiency (Kunasundari & Sudesh, 
2011). This method also eliminates endotoxins, causes 
negligible polymer deterioration and provides high purity 
(Jacquel et al., 2008). Despite the above advantages, 
the solvent extraction method is not suitable for large-
scale recovery of PHB due to the consumption of large 
amounts of toxic and volatile solvents that pose threats 
to the environment. Hence, enzymatic digestion methods 
are well established as alternative recovery methods 
in the large scale recovery of PHB (Kunasundari & 
Sudesh, 2011). While solvent extraction methods involve 
solubilization of PHB, enzymatic digestion involves 
solubilization of cellular structures surrounding PHB.

 Cyanobacterial biomass was pretreated with 
methanol to remove pigments and cyanotoxins before 
the extraction. Subsequently, methanol should be 
removed from the biomass by centrifuging followed 
by heating at 65˚C for nearly 20-30 minutes since the 
presence of methanol inhibits solubilization of PHB in 
chloroform (Carpine et al., 2015). Subsequently, PHB 
was extracted into hot chloroform and precipitated with 
diethyl ether. Precipitation of the polymer with diethyl 
ether and washing the precipitate with acetone assists in 
the removal of contaminating lipids (Sharma & Mallick, 
2005). Chloroform was evaporated at a temperature 
of 4˚C to obtain the final crude extract. This allows 
gradual precipitation of PHB, enabling crystallization. 
Evaporation of chloroform at the end of the organic 
extraction procedure resulted in an off-white coloured 
crude extract in amorphous form. 

Determination of the optimum day for yield of PHB

Under laboratory conditions a continuous supply of 
nutrients was not provided for the microalgal samples. 
Henceforth, the growing cyanobacterial community 
consumes the available nutrients, thus causing 
progressive nutrient stress. The collected scum samples 

were maintained in the laboratory for seven days, and the 
amount of PHB accumulated in  the cyanobacteria was 
measured on each day. The mean PHB yield gradually 
increased up to day four. The maximum PHB yield, 9.6 % 
w/w of PHB, was obtained on the fourth day (Figure 4). 

Figure 4: Variation of % yield of PHB yield along with the number of 
days of maintaining the samples under in vitro conditions
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In related studies, the results obtained for the optimum 
day vary within a wide range. This aspect could depend 
on many variables including the initial concentration of 
nutrients, the species of cyanobacteria, cell density in the 
sample, availability of other organisms that consume the 
same nutrient sources, and bioavailability of nutrients in 
the solution. 

 A remarkable reduction in PHB yield was recorded 
after the 4th day of the sample maintenance. Hence, 
it could be suggested that produced PHB might be an 
alternative energy and carbon reserve for cyanobacteria. 
PHB might have been degraded to be utilized as an energy 
source to maintain cell viability. Moreover, studies done 
by Ansari and Fatma (2016) have further confirmed the 
uptake of accumulated PHB by cyanobacteria. 

Optimization of an exogenous carbon source

Carbon dioxide is the major inorganic carbon source used 
for the synthesis of PHB by cyanobacteria (Wang et al., 
2013). However, they can also utilize various exogenous 
organic carbon sources for the heterotrophic accumulation 
of PHB under dark conditions simultaneously (Francisco 
et al., 2014). In the present study, cyanobacteria bloom 
samples were provided with glucose, sucrose, and lactose 
as exogenous carbon sources at a similar concentration 
(1 g/L). 

 The percentage mean yields obtained for different 
carbon sources and the control showed a statistically 
significant difference (p = 0, One Way ANOVA). The 
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average PHB yield given by glucose supplementation 
was significantly higher than that of the control and other 
carbon sources (Table 2). Although the average PHB 
yield obtained from the bloom samples provided with 
sucrose and lactose expressed a higher and a lower value, 
respectively, than that of the control, the differences were 
not statistically significant. The samples supplemented 
with glucose resulted in the highest yield (11.585% w/w) 
of PHB.

sucrose-supplemented samples (Ansari & Fatma, 2016). 
The bloom samples supplemented with lactose showed a 
lower PHB yield compared to the control. 

Optimization of nutrients

Nitrogen (as NO3
-) and phosphorus are the mandatory 

primary nutrients that are required for cyanobacterial 
growth and metabolism (Idroos & Manage, 2012; 
Gunasekara et al., 2019). The initial nitrate and phosphate 
concentrations in the scum samples were 0.011 mg/L 
and 0.156 mg/L respectively. Nitrate optimization was 
performed by maintaining scum samples at 0.011 mg/L 
(initial), 1.011 mg/L, and 2.011 mg/L concentrations. For 
the optimization of phosphate concentration, samples 
were provided with 0.156 mg/L (initial), 1.156 mg/L and 
2.156 mg/L phosphate concentrations.

 The samples treated with three different concentrations 
of nitrates presented statistically significant differences 
in PHB yields (p = 0.002, One-way ANOVA). The 
highest average yield of 6.87% w/w was obtained 
from the cyanobacterial scum treated with the lowest 
concentration of nitrate. The yield diminishes with the 
increasing nitrate concentration in the medium. The 
PHB yields given by scum samples treated with different 
phosphate concentrations do not show a statistically 
significant difference (p = 0.088, One-way ANOVA) 
(Figure 5).

 The limitation of nitrate appeared to be a suitable 
stimulant to enhance cyanobacterial PHB production. 
This corroborates with the findings of Carpine et al. 
(2015), where PHB production was enhanced under 
nitrogen starvation conditions of cyanobacterial 
monocultures.  

According to Sharma and Mallick (2005) and Lee et al. 
(1995), higher intracellular concentrations of NADPH and 
higher ratios of NADPH/NADP stimulate biosynthesis 
of PHB since NADPH is a prerequisite for the activity 
of the enzyme acetoacetyle-CoA reductase involved in 
the PHB biosynthetic pathway. Glucose utilization in 
cyanobacteria takes place through the pentose phosphate 
pathway that produces the reduced cofactor NADPH 
(Lee et al.,1995). The enhanced accumulation of PHB 
in glucose-supplemented samples could be due to high 
amounts of NADPH generated in the glucose utilization 
pathway. A similar explanation could be valid for 

Carbon source Mean yield (% w/w)

Control* 7.1287BC

Lactose 6.6263C

Glucose 11.585A

Sucrose 8.366B

Table 2: Yield of PHB for different exogenous carbon sources

* No added carbon source. Means followed by the same 
superscript letter do not differ significantly (Tukey’s test)

Figure 5: Yields of PHB as percentages in different concentrations of Nitrate (a) and Phosphate (b)
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Spectrophotometric analysis

The quantification of PHB was performed by 
spectrophotometric analysis of acid digested PHB. 
Under acidic conditions together with high temperatures, 

PHB is monomerized into crotonic acid (Panda et al., 
2008). The UV spectrum of the crotonic acid derived 
from the commercial standard PHB gave the maximum 
absorbance wavelength (λmax) as 235 nm, corresponding 
with the literature (Figure 6). 

 

 

1. Precipitation of the polymer with diethyl ether and washing the precipitate with acetone assists in the 
removal of contaminating lipids. 
 

2. The band positions of PHB in the spectrum may differ several wave numbers from the reference spectrum 
due to differences in crystallinity (De Gelder et al., 2008).  

 
3. Sakthiselvan P. & Madhumathi R. (2019). Optimization on microbial production of polyhydroxybutyrate 

(PHB): a review. International Journal of Research and Analytical Reviews 6(1): 243‒251. 
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Figure 6: Scanned spectrum and the standard curve for commercial PHB

Raman spectroscopy

Raman spectroscopy has already been proven as a 
powerful tool for the characterization of PHB as it only 
requires small quantities of the sample and minimal 
sample preparation (Hermann et al., 2020). Analyses of 
Raman spectra are precise and less time-consuming. 

 The Raman spectrum of crude PHB extract 
conspicuously showed the presence of peaks that are 
distinctively present in the spectrum of commercial 
standard PHB (Figure 7). The most prominent bands 
in the spectrum of standard PHB are located at 433 
cm-1, 839 cm-1, and 1725 cm-1 and can be assigned to 
δ(CC) skeletal deformations, ν(CC) skeletal stretches 
and ν(C=O) stretching vibrations respectively. The 
regions from 1040 cm-1 to 1140 cm-1 and from 1250 cm-1 
to 1460 cm-1 show bands caused by ν(CC) skeletal 
stretches and δ(CH), δ(CH2), and δ(CH3) deformations, 
respectively (De Gelder et al., 2008). When recording 
the spectrum of the crude sample, all Raman-active 
biomolecules contribute to the resulting range, and their 
signals overlap. The spectrum of the crude sample shows 
several Raman peaks provided by PHB (837, 1455, and 
1736 cm-1).  Among them, the emission line at 1736 cm-1 
can be considered as the most useful candidate because 
the vibrations of the other components of crude extract 
do not considerably interfere with this emission line. 

The band positions of PHB in the spectrum may differ 
several wave numbers from the reference spectrum due 
to differences in crystallinity (De Gelder et al., 2008). 
The dissimilar regions result from the superimposition of 
signals of PHB and Raman active contaminants.

 Although accumulation of PHB in Spirulina 
monocultures has been studied extensively (Costa et 
al., 2018; Da Silva et al., 2018; Duangsri et al., 2020), 
the kinetics of biosynthesis of PHB in Microcystis sp. 
has not been widely investigated. This could be due 
to the relatively low yield given by Microcystis sp. in 
comparison to other cyanobacterial genera such as 
Synechocystis, Nostoc, and Spirulina.  This study is the 
first record of the potential utilization of Microcystis sp. 
dominated, naturally existing, cyanobacteria blooms for 
PHB extraction. Since Microcystis is one of the most 
widely prevalent cyanobacterial genera that occur as 
massive natural blooms in eutrophic waters, the present 
study has proposed a sustainable application of these 
blooms in PHB extraction.

 Nevertheless, for low PHB yield, the results of the 
present study are promising with respect to the data 
reported in the literature. Therefore, the current study 
can be regarded as a preliminary effort to establish the 
concept of green innovation via the effective utilization 
of naturally occurring cyanobacterial blooms as a source 
for PHB extraction.



PHB production potential of cyanobacterial blooms 741

Journal of the National Science Foundation of Sri Lanka 50(4) December 2022

CONCLUSION

Plastic pollution has struck the world’s oceans and land 
environment. Hence, explorations on biodegradable 
plastics are in the limelight. PHB is an intracellular 
energy and carbon storage product. PHB thermoplastic 
has conquered the world market mainly due to its variety 
of uses in different arenas and the ever-increasing interest 
in eco-friendly alternatives, as a biodegradable plastic 
material. The current study concludes that naturally 
occurring cyanobacterial blooms carry a considerable 
potential to accumulate PHB. The PHB yield can be 
enhanced by supplementing the bloom sample with 
exogenous organic carbon sources, mainly glucose. Low 
nitrate concentration has a significant effect on improving 
the PHB yield. The mean percentage weight of PHB yield 
was 7.13± 0.12 % w/w. Optimization studies showed 
that nitrate deficiency and the presence of glucose as an 
exogenous carbon source imposed a stimulatory effect 
for PHB accumulation by cyanobacteria. The maximum 
amount of PHB (9.6% w/w) was found to be accumulated 
by cyanobacteria on the fourth day following the 
bloom sample collection. Hence, in vitro maintained 
cyanobacterial blooms could be used as a promising 
candidate to extract high concentrations of PHBs.
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Figure Ⅷ:  Raman spectrum for Commercial standard PHB (a), and the crude extract (b). 
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Synechocystis, Nostoc, and Spirulina.  This study is the first record of the potential utilization 

b a 
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Abstract: The effects of free choice feeding of bone meal (BM) 
of different particle sizes on performance and egg quality traits 
of layer chickens were assessed. A total of 128 Hy-line White 
layers (56 wks old, BW ± SD: 1500 ± 18 g) were assigned 
randomly into 16 cages of 8 birds each. Four dietary treatments 
based on BM particle sizes (Layer Diet/Control; Layer diet 
+ 1–2 mm BM; Layer diet + 2–3 mm BM; Layer diet + 3–4 
mm BM) were choice fed for five weeks. Dry matter (DM), 
calcium (Ca), total phosphorus (TP), ash content, particle size 
distribution and in vitro solubility of BM were tested.  The 
birds’ performance and external and inernal egg quality traits 
were examined over a 5 wk period. The DM, Ca, TP and ash 
content of BM were 893, 79, 44 and 476 g/kg, respectively. The 
geometric mean diameter (GMD) and the geometric standard 
deviation (GSD) of BM were 1.7 and 1.6 mm, respectively. 
In vitro solubility of 1–2 mm, 2–3 mm and 3–4 mm BM 
particles were 56.3, 47.5 and 39.8%, respectively. Bone meal, 
when choice fed, increased BM intake, Ca intake, and laying 
percentage, and reduced damaged egg percentage. Birds fed 
with BM having 2–3 mm particles performed best in improving 
the performance and egg quality. Bone meal significantly 
(p < 0.05) improved the egg shell thickness with maximum 
thickness recorded from birds fed with BM of 2–3 mm particle 
size. BM with 2–3 and 3–4 mm particles improved (p < 0.05) 
shell ratio and unit surface shell weight. The present study 
concluded that feeding with BM with 2–3 mm particle size is 
the best to improve the overall performance and egg quality 
traits of layer chickens.   

Keywords: Bone meal, calcium, egg shell, egg quality, free 
choice, particle size.

INTRODUCTION

Calcium (Ca) is the most copious mineral in an animal’s 
body. In poultry, Ca serves as the major element of 
skeletal structure. Its role in the regulation of acid-base 
balance and blood clotting is also well known (McDonald 
et al., 2002).  Ca is the major mineral of the egg shell. A 
chicken egg has 2.2 g of Ca, that exists mainly in the 
form of CaCO3 in its eggshell (Pelicia et al., 2009). 

 The recommended Ca intake of white egg layers is 
3.25 g/hen/day (NRC, 1994). However, many researchers 
have shown that the daily Ca intake in layer chickens 
should be above this recommended value (Zhang et al., 
2017). The dietary recommendation of Ca for Hy-line 
layers ranges between 4.00 and 4.65 g per hen per day 
(Hy-line, 2016) or 4.0–4.6% of the total feed volume 
(Bradbury et al., 2014; Wilkinson et al., 2014b). Layers 
have high demand for Ca, especially during peak egg 
production period (Saunders-Blades et al., 2009). 
This high demand for Ca is largely met by the use of 
Ca supplements or grits in layer diets. Commercially 
available layer rations are mostly formulated to contain 
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grains and their by-products, which have very low Ca 
content (Peixoto & Rutz, 1988), and the most of the layer 
rations available in the local market do not contain the 
recommended dietary Ca levels of 4.0-4.6%. Therefore 
the use of an external Ca source is recommended to 
avoid serious shell quality issues. It has been estimated 
that about 6–8% of the total eggs laid worldwide are 
either cracked or broken before reaching the hands of 
consumers (Englmaierová et al., 2017). However, with 
the resulting profit loss and health risks associated with 
cracked shells, eggshell quality remains one of the major 
concerns of the global poultry industry. 

 In the commercial poultry industry, supplementation 
of layer feed with external Ca sources is related in a 
straightforward manner to the grit feeding practices. 
Feed manufacturers have used oysters shell as a source 
of Ca for more than 100 years (Roland & Bryant, 1999; 
Saunders-Blades et al., 2009). However, limestone 
has become the major supplemental Ca source used 
in layer rations due to its abundance, low price and 
easy application (Çath et al., 2012). Oyster shells and 
limestone provide Ca in the form of CaCO3, and each 
contains about 38% Ca (Saunders-Blades et al., 2009). 
Bone meal (BM) is an excellent dietary source of Ca 
and phosphorus (P) (Orban & Roland, 1992). Bone meal 
contains considerable levels of Ca ranging from 354 
to 362 g/kg, depending on the species used (Orban & 
Roland, 1992). Studies that investigated the potential of 
BM as a Ca supplement to feed free choice in commercial 
layers are highly limited and the study by Rathnayaka 
et al. (2020) concluded that use of BM when choice fed, 
improves the shell thickness in layers, compared to those 
who were fed oyster shells and lime stone.  

 The best particle size of Ca supplements for layer 
chickens has been a controversial topic for almost a 
century (Saki et al., 2019). The particle size of Ca 
sources used in rations may have an influence on its 
availability to the laying hens. According to Zhang and 
Coon (1997), large limestone particle sizes (> 0.8 mm) 
with low in vitro solubilities (30–50%), were retained 
for a prolonged time in the gizzard, increasing in vivo 
solubility to higher than 94%. Eggshell is known to be 
synthesized during the night, when layers are off feed. 
Therefore, using larger particle sizes slows passage 
through the gastrointestinal tract (Tunç & Cufadar, 
2015). This allows dietary Ca to be available for eggshell 
formation, with lower mobilization of bone Ca by the 
layer chickens (Saki et al., 2019). A number of research 
projects have been conducted to assess the effect of 
limestone, oyster shells, and egg shells as sources of Ca 
in layer diets and the effect of their particle sizes on egg 

shell quality (Saunders-Blades et al., 2009; Olgun et al., 
2015; Tunç & Cufadar, 2015). However, no literature is 
available on the optimal particle size of BM to improve 
the egg shell quality parameters of layers.  

 As for other nutrients like lysine, methionine and 
selenium, poultry exhibit a special appetite for Ca 
(Wilkinson et al., 2014a). The existence of a special 
appetite in broilers (Wilkinson et al., 2013; 2014a) and 
layers (Bradbury et al., 2014) for Ca has been therefore 
widely tested by much research. This research used 
limestone as the primary Ca source. Therefore, the 
objective of the present study was to investigate the effect 
of free choice feeding of three different BM particle sizes 
on improving performance and egg quality characters of 
layer chickens.

 
MATERIALS AND METHODS

The experiment was reviewed and approved 
(ERC/A/04/2019/03) by the Institutional Animal Care 
and Use Committee of Animal and Research Ethics, 
Sabaragamuwa University of Sri Lanka. All birds were 
reared and cared for under the guidelines of the Hy-line 
layer management guide (Hy-line, 2016)

Experimental site

The study was conducted for a period of 5 weeks in a 
large-scale commercial layer farm in the Wennappuwa 
region (geographical coordinates: 7° 20’ 48” N, 79° 
50’ 12” E), located in the North Western Province of 
Sri Lanka.

Birds

Fifty-six weeks old Hy-line white layers were individually 
weighed (1500 ± 18 g), and a total of 128 birds with 
uniform weight were assigned to 16 cages of 8 birds each 
so that the weight variation among cages was minimum. 
Each of four dietary treatments was randomly assigned to 
4 cages. Each bird was provided 550 cm2 cage space. The 
cages were housed in an environmentally controlled room 
(21 ± 1ºC) and a 20L:4D lighting schedule was provided. 
According to the Hy-line Management Guide (Hy-line, 
2016), the layer feed (except the Ca supplements) was 
provided and water was available all the time.

Processing bone meal

Broiler thigh bones were separated and boiled to remove 
the meat parts. Bones were washed and were sterilized 
at 120ºC for one hour using an autoclave (VARIO 
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3028, Dixons Surgical Instruments Ltd, Wickford, UK). 
Sterilized bones were oven dried (180ºC) for 3 h. On 
completion of drying, the bones were ground into small 
pieces. 

Particle size distribution of bone meal samples

Representative BM samples were tested in duplicates to 
determine the particle size distribution. A set of sieves 
sized 1.00, 2.00, 3.00, 4.00 mm and the particles were 
separated into different fractions through shaking for 
10 min. The amounts of particles retained on each sieve 
was weighed and the Geometric Mean Diameter (GMD) 
and Geometric Standard Deviation (GSD) were calculated 
(Baker & Herman, 2002). The calculations were based 
on the assumption that the weight distributions of the 
BM samples were logarithmically normal (Martin,1985).

di = (du x d0) 
1/2 …..(1)

GMD = log-1 [∑ (Wi log di)/∑ Wi] …..(2)

GSD = log-1 [∑ Wi (log di- log GMD)2 / ∑ Wi] 
1/2 …..(3)

where,
di = Geometric mean diameter of particles on ith sieve 

in the sieve stack,
du = Diameter of sieve openings of the ith sieve, 
d0 = Diameter of openings in next larger ith sieve in 

set,
Wi = Weight fraction on ith sieve in the stack.

Dietary treatments

A commercially available formulated layer feed was 
used as the basal diet. Bone meal having three different 
particle size ranges (i.e., 1–2 mm, 2–3 mm and 3–4 mm 
particle sizes) were used as the test ingredients. Thigh 
bones from a commercial meat processing plant were 
processed into BM. Bone meal was separated into three 
fractions and the particles retained on 1.00, 2.00 and 
3.00 mm sieves set was considered as the test ingredients. 
Bone meal separated based on three particle size ranges 
was introduced to its respective treatment in separate 
feeders, and offered ad libitum in accordance with the 
classical choice feeding method. The treatment fed only 
the layer feed with no supplemental BM served as the 
control. 

Chemical analysis

The layer diet was analyzed in duplicate for its proximate 
composition (AOAC International, 2005). Bone meal 

was analysed in duplicates for moisture and ash contents 
(AOAC International, 2005). Dry matter (DM) contents 
of the layer diet and BM were analyzed by drying samples 
at 105°C overnight in a pre-weighed dried crucible in 
a convection oven (Model No: YCO – 010, Gemmy 
Industrial Corp, Taipei, Taiwan). Ash content in the layer 
diet and BM was determined by igniting the sample in 
a muffle furnace (FH- 12, Daihan Scientific Co. Ltd, 
Gangwon-do, Korea.) at 600 ºC for 6 hours. Nitrogen 
was determined by the Kjeldahl method. Ether extract 
(EE) was determined by Soxhlet extraction. Calcium 
in layer diet and BM were determined by Inductively 
Coupled Plasma Mass Spectroscopy (Agilent ICP-MS 
7900, Agilent, USA) following to microwave digestion 
with undiluted nitric acid (Fleischer et al., 2014). Total 
P in layer diet and BM were determined colorimetrically 
(UV-Vis-1900 Shimadzu Corp., Kyoto, Japan) (AOAC 
International, 2005). The gross energy (GE) content of 
feed samples was measured using bomb calorimetry 
(Model No: IKA C 200, IKAWerke GmbH & Co. KG, 
Staufen, Germany). Three different particle sizes of BM 
were analysed in duplicate for their in vitro solubility by 
weight loss method (Cheng & Coon,1990; Anwar et al., 
2016).

Performance parameters

Daily Ca intake, body weight gain (BWG), feed 
conversion ratio (FCR), weekly egg production, and 
weekly damaged egg percentage (%) were recorded over 
5 weeks. Daily Ca intake of birds were derived from 
summing up both the dietary and BM Ca intakes from 
each respective treatment. Feed conversion ratio was 
calculated as the amount of feed (kg) required to produce 
12 eggs. Mortality was recorded over the experimental 
period.

Egg quality parameters

A total of 80 eggs (5 eggs per replicate) were collected 
on every 4th day of the week for analysis. Damaged 
eggs were identified through visual observation and 
candling. The eggs that had gross cracks or hair-line 
cracks were considered damaged eggs. The egg weights 
were measured with an electronic balance (Model No: 
AS Ⅲ R2, Radwag Elektroniczne, Poland) to the nearest 
0.01 g. A digital caliper was used to measure egg length 
and width to the nearest 0.01 mm. Eggs were broken 
individually on a white flat tile in order to measure the 
yolk height, yolk diameter, albumen length, albumen 
height and the yolk colour. The yolk was separated from 
egg albumen and the weight was measured. Egg shells 
were washed gently to remove the retained albumen. Egg 
shells were air dried for 24 hours and the shell weight was 
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measured. The shell thickness was measured from three 
points. Calculations to determine external and internal 
egg quality parameters were done using the formulae 
given below, described by Kul and Seker (2004) and 
Duman et al. (2016).

5 
 

A total of 80 eggs (5 eggs per replicate) were collected weekly on every 4th day of the week for analysis. Damaged 

eggs were identified through visual observation and candling. The eggs that had gross cracks or hair-line cracks 

were considered damaged eggs. The egg weights were measured with an electronic balance (Model No: AS Ⅲ R2, 

Radwag Elektroniczne, Poland) to the nearest 0.01 g. A digital caliper was used to measure egg length and width 

to the nearest 0.01 mm. Eggs were broken individually on a white flat tile in order to measure the yolk height, yolk 

diameter, albumen length, albumen height and the yolk colour. The yolk was separated from egg albumen and the 

weight was measured. Egg shells were washed gently to remove the retained albumen. Egg shells were air dried for 

24 hours. The egg shell weights were measured and the average shell thicknesses were measured from three points. 

Calculations to determine external and internal egg quality parameters were done using the formulae given below, 

described by Kul and Seker (2004) and Duman et al. (2016). 

𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑊𝑊𝑊𝑊𝐼𝐼𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)
𝐿𝐿𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)

 𝐼𝐼 100 

 

𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)
𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐼𝐼 100 

 

Egg Surface Area (S) = 3.9782 W0.7056  

 

Where; 

S = Egg surface area (cm2) 

W = Egg weight (mg) 

𝑈𝑈𝐼𝐼𝑊𝑊𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑊𝑊𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (
𝑐𝑐𝐿𝐿
𝑐𝑐𝑐𝑐2

) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎 (𝑐𝑐𝑐𝑐2)
 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

[𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑒𝑒𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐) + 𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑊𝑊𝐼𝐼𝑊𝑊ℎ(𝑐𝑐𝑐𝑐)]/2
 𝐼𝐼 100 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿) 𝐼𝐼 100 

 

Haugh Unit (HU) = 100 log (H + 7.57 – 1.7W0.37) 

Where; 

H = Albumen height (mm) 

W = Egg weight (g) 

 

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝑊𝑊𝑎𝑎𝑐𝑐𝑎𝑎𝑊𝑊𝑎𝑎𝑆𝑆 (𝑐𝑐𝑐𝑐) 𝐼𝐼 100 
5 

 

A total of 80 eggs (5 eggs per replicate) were collected weekly on every 4th day of the week for analysis. Damaged 

eggs were identified through visual observation and candling. The eggs that had gross cracks or hair-line cracks 

were considered damaged eggs. The egg weights were measured with an electronic balance (Model No: AS Ⅲ R2, 

Radwag Elektroniczne, Poland) to the nearest 0.01 g. A digital caliper was used to measure egg length and width 

to the nearest 0.01 mm. Eggs were broken individually on a white flat tile in order to measure the yolk height, yolk 

diameter, albumen length, albumen height and the yolk colour. The yolk was separated from egg albumen and the 

weight was measured. Egg shells were washed gently to remove the retained albumen. Egg shells were air dried for 

24 hours. The egg shell weights were measured and the average shell thicknesses were measured from three points. 

Calculations to determine external and internal egg quality parameters were done using the formulae given below, 

described by Kul and Seker (2004) and Duman et al. (2016). 

𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑊𝑊𝑊𝑊𝐼𝐼𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)
𝐿𝐿𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)

 𝐼𝐼 100 

 

𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)
𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐼𝐼 100 

 

Egg Surface Area (S) = 3.9782 W0.7056  

 

Where; 

S = Egg surface area (cm2) 

W = Egg weight (mg) 

𝑈𝑈𝐼𝐼𝑊𝑊𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑊𝑊𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (
𝑐𝑐𝐿𝐿
𝑐𝑐𝑐𝑐2

) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎 (𝑐𝑐𝑐𝑐2)
 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

[𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑒𝑒𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐) + 𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑊𝑊𝐼𝐼𝑊𝑊ℎ(𝑐𝑐𝑐𝑐)]/2
 𝐼𝐼 100 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿) 𝐼𝐼 100 

 

Haugh Unit (HU) = 100 log (H + 7.57 – 1.7W0.37) 

Where; 

H = Albumen height (mm) 

W = Egg weight (g) 

 

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝑊𝑊𝑎𝑎𝑐𝑐𝑎𝑎𝑊𝑊𝑎𝑎𝑆𝑆 (𝑐𝑐𝑐𝑐) 𝐼𝐼 100 

 

Egg Surface Area (S) = 3.9782 W 0.7056

Where;
S = Egg surface area (cm2)
W = Egg weight (mg)

5 
 

A total of 80 eggs (5 eggs per replicate) were collected weekly on every 4th day of the week for analysis. Damaged 

eggs were identified through visual observation and candling. The eggs that had gross cracks or hair-line cracks 

were considered damaged eggs. The egg weights were measured with an electronic balance (Model No: AS Ⅲ R2, 

Radwag Elektroniczne, Poland) to the nearest 0.01 g. A digital caliper was used to measure egg length and width 

to the nearest 0.01 mm. Eggs were broken individually on a white flat tile in order to measure the yolk height, yolk 

diameter, albumen length, albumen height and the yolk colour. The yolk was separated from egg albumen and the 

weight was measured. Egg shells were washed gently to remove the retained albumen. Egg shells were air dried for 

24 hours. The egg shell weights were measured and the average shell thicknesses were measured from three points. 

Calculations to determine external and internal egg quality parameters were done using the formulae given below, 

described by Kul and Seker (2004) and Duman et al. (2016). 

𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑊𝑊𝑊𝑊𝐼𝐼𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)
𝐿𝐿𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)

 𝐼𝐼 100 

 

𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)
𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐼𝐼 100 

 

Egg Surface Area (S) = 3.9782 W0.7056  

 

Where; 

S = Egg surface area (cm2) 

W = Egg weight (mg) 

𝑈𝑈𝐼𝐼𝑊𝑊𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑊𝑊𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (
𝑐𝑐𝐿𝐿
𝑐𝑐𝑐𝑐2

) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎 (𝑐𝑐𝑐𝑐2)
 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

[𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑒𝑒𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐) + 𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑊𝑊𝐼𝐼𝑊𝑊ℎ(𝑐𝑐𝑐𝑐)]/2
 𝐼𝐼 100 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿) 𝐼𝐼 100 

 

Haugh Unit (HU) = 100 log (H + 7.57 – 1.7W0.37) 

Where; 

H = Albumen height (mm) 

W = Egg weight (g) 

 

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

𝑌𝑌𝑅𝑅𝑒𝑒𝑌𝑌 𝐼𝐼𝑊𝑊𝑎𝑎𝑐𝑐𝑎𝑎𝑊𝑊𝑎𝑎𝑆𝑆 (𝑐𝑐𝑐𝑐) 𝐼𝐼 100 

5 
 

A total of 80 eggs (5 eggs per replicate) were collected weekly on every 4th day of the week for analysis. Damaged 

eggs were identified through visual observation and candling. The eggs that had gross cracks or hair-line cracks 

were considered damaged eggs. The egg weights were measured with an electronic balance (Model No: AS Ⅲ R2, 

Radwag Elektroniczne, Poland) to the nearest 0.01 g. A digital caliper was used to measure egg length and width 

to the nearest 0.01 mm. Eggs were broken individually on a white flat tile in order to measure the yolk height, yolk 

diameter, albumen length, albumen height and the yolk colour. The yolk was separated from egg albumen and the 

weight was measured. Egg shells were washed gently to remove the retained albumen. Egg shells were air dried for 

24 hours. The egg shell weights were measured and the average shell thicknesses were measured from three points. 

Calculations to determine external and internal egg quality parameters were done using the formulae given below, 

described by Kul and Seker (2004) and Duman et al. (2016). 

𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝑊𝑊𝑊𝑊𝐼𝐼𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)
𝐿𝐿𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐)

 𝐼𝐼 100 

 

𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)
𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐼𝐼 100 

 

Egg Surface Area (S) = 3.9782 W0.7056  

 

Where; 

S = Egg surface area (cm2) 

W = Egg weight (mg) 

𝑈𝑈𝐼𝐼𝑊𝑊𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑊𝑊𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (
𝑐𝑐𝐿𝐿
𝑐𝑐𝑐𝑐2

) =
𝑆𝑆ℎ𝑎𝑎𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑐𝑐𝑎𝑎 𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎 (𝑐𝑐𝑐𝑐2)
 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝐼𝐼𝐼𝐼𝐼𝐼𝑎𝑎𝐼𝐼 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 ℎ𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝑐𝑐𝑐𝑐)

[𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑒𝑒𝑎𝑎𝐼𝐼𝐿𝐿𝑊𝑊ℎ (𝑐𝑐𝑐𝑐) + 𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑊𝑊𝐼𝐼𝑊𝑊ℎ(𝑐𝑐𝑐𝑐)]/2
 𝐼𝐼 100 

 

𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑅𝑅𝑎𝑎𝑊𝑊𝑊𝑊𝑅𝑅 (%) =
𝐴𝐴𝑒𝑒𝐴𝐴𝑆𝑆𝑐𝑐𝑎𝑎𝐼𝐼 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿)

𝐸𝐸𝐿𝐿𝐿𝐿 𝑤𝑤𝑎𝑎𝑊𝑊𝐿𝐿ℎ𝑊𝑊 (𝐿𝐿) 𝐼𝐼 100 

 

Haugh Unit (HU) = 100 log (H + 7.57 – 1.7W0.37) 

Where; 
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weight was measured. Egg shells were washed gently to remove the retained albumen. Egg shells were air dried for 
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Statistical analysis  

Data were subjected to one-way ANOVA in a Completely Randomized Design and were analyzed using the GLM 

procedure of SAS (SAS, 2002). Differences between means were separated using Duncan’s Multiple Range Test 

and considered significant at an alpha level of 0.05. 

 

RESULTS AND DISCUSSION 

Particle size distribution  

The Geometric Mean Diameter (GMD) and Geometric Standard Deviation (GSD) of BM were 1.70 mm and 1.63 

mm, respectively (Figure 1). Bone meal particles that passed through the 4.00 mm sieve and were retained on the 

2.00 mm sieve were considered coarse. The particles that passed through the 2.00 mm sieve were considered as fine 

particles. The relative proportion (59.6%) of fine particles (0–2 mm) was higher than the proportion of coarse 

particles (40.4%). 

 
 
Figure 1: Particle size distribution of raw bone meal used in the experiment 
 

 

Analysed composition of the layer feed and bone meal 

According to NRC (1994) and Hy Line (2016), CP levels for layer rations could range from 155 to 170 g/kg (Table 

1).  The analysed CP content of the layer feed lies within the recommended values. Layer diets are formulated to 

contain 40–46 g/kg Ca (Bradbury et al., 2014; Wilkinson et al., 2014b). The analysed Ca content in the diet (31 

g/kg) was lower than that of the recommended dietary Ca level for layer chickens (Table 1). 

 

means were separated using Duncan’s Multiple Range 
Test at a significant level of 0.05.

RESULTS AND DISCUSSION

Particle size distribution 

The Geometric Mean Diameter (GMD) and Geometric 
Standard Deviation (GSD) of BM were 1.70 mm and 
1.63 mm, respectively (Figure 1). Bone meal particles 
that passed through the 4.00 mm sieve and were retained 
on the 2.00 mm sieve were considered coarse. The 
particles that passed through the 2.00 mm sieve were 
considered as fine particles. The relative proportion 
(59.6%) of fine particles (0–2 mm) was higher than the 
proportion of coarse particles (40.4%).

Analysed composition of the layer feed and bone meal

According to NRC (1994) and Hy Line (2016), Crude 
Protein (CP) levels for layer rations could range from 
155 to 170 g/kg (Table 1).  The analysed CP content 
of the layer feed is 183.2 g/kg (Table 1). Layer diets 
are formulated to contain 40–46 g/kg Ca (Bradbury 
et al., 2014; Wilkinson et al., 2014b). The analysed 
Ca content in the diet (31 g/kg) was lower than that of 
the recommended dietary Ca level for layer chickens 
(Table 1).

Item Dry matter 
(g/kg)

Ash 
(g/kg)

Crude protein 
(g/kg)

Crude fat 
(g/kg)

Calcium 
(g/kg)

Total phosphorus 
(g/kg)

Gross energy 
(kJ/kg)

Layer feed 908.9 118.0 183.2 144.0 31.0 7.5 4040.3

Bone meal 892.8 476.0 - - 79.0 44.0 -

Table 1: The analyzed composition of the layer feed (as received basis) 

cm2cm2
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According to NRC (1994), BM is supposed to contain 
298 g/kg of Ca and 125 g/kg of total P. The analysed 
Ca (79 g/kg) and P (44 g/kg) content in BM used in the 
present study were much lower than those of reported 
in NRC (1994). Differences in Ca and P contents of BM 
have been reported. The calcium content of BM was 
found to range from 193 to 370 g/kg (Orban & Roland, 
1992; Field, 2000; Phiraphinyo et al., 2006; Khalil et al., 
2017). Phosphorus in BM ranged from17.7 to 193.3 g/kg 
(Orban & Roland,1992; Khalil et al., 2017). However, 
Ca and P contents of bones are known to be affected 
by the species, age, nutrition and sampling site (Orban 
& Roland,1992; McDonald et al., 2002; Phiraphinyo 
et al., 2006; Khalil et al., 2017). However, the Ca and P 
contents of BM produced from thigh bones in the present 
study are lower than those reported by Rathnayaka et al. 
(2020) for BM (Ca 101.6 g/kg and P 59.8 g/kg) of thigh 
bone origin.

In vitro solubility test results

According to Rao & Roland (1989), Ca supplements with 
larger particle sizes had a higher in vivo solubility but 
they were less soluble under in vitro conditions. In the 
present study, fine particle sizes (1–2 mm) recorded the 
highest solubility (56.25%) (Table 2). Some researchers 
have found no relationship between Ca solubility in 
vitro and Ca solubility in vivo when two Ca sources of 
the same particle sizes were compared (Rao & Roland, 
1990). Orban and Roland (1992) revealed that the in 
vitro solubility of coarse (3.3 mm), granular (2.2 mm) 
and fine (0.8 mm) chicken BM were 13, 53 and 32%, 
respectively. 

(2 and 4 mm in diameter) effectively maintains egg 
quality. Pizzolante et al. (2009) revealed that feeding 
coarse limestone to the layers produced fewer cracked 
eggs.

Performance parameters

No mortality was detected during the entire experimental 
period. Bone meal intake, Ca intake, damaged egg 
percentage and laying percentage were affected 
significantly (p < 0.05) by particle sizes of the BM. 
However, FCR and weight gain of layers were not 
affected (p > 0.05) by the particle size of BM (Table 3). 

Bone meal intake and Ca intake

The highest daily BM intake (37.39 g/b/day) 
(p < 0.05) was observed in the birds fed with BM having 
2–3 mm particle size (Table 3). The lowest BM intake 
(21.85 g/b/day) was observed in birds fed with BM having 
1–2 mm particle size. The birds fed with BM having 
2–3 mm particle size showed the highest (p < 0.05) daily 
Ca intake (5.74 g/b/day) (Table 3). The birds fed with the 
control diet showed the lowest Ca intake (2.79 g/b/day). 
It is noteworthy that all three BM diets were able to fulfil 
the recommended daily dietary Ca requirement of layers. 
This could be due to the layers’ ability to select Ca when 
BM was fed in separate feeders. This Ca-specific appetite 
has been previously reported by Wilkinson et al. (2014a) 
for broilers when choice-fed with limestone. 

Damaged egg percentage 

The highest damaged egg percentage (9.34%) was 
reported from the group fed with the control diet (Table 3). 
Feeding BM to the layers significantly (p < 0.05) reduced 
the damaged egg percentage (1.28–1.57%). However, 
feeding BM with different particle sizes had no effect 
(p > 0.05) on the damaged egg percentage. The finding of 
this study is comparable to that reported by Rathnayaka 
et al. (2020) who found that free-choice feeding of BM 
reduced the damaged egg percentage (1.01%) in layers as 
compared to those fed with a control diet alone, limestone, 
and oyster shells. This effect of BM supplementation to 
reduce damaged egg percentage may be due to (i) the 
birds’ ability to meet their daily Ca requirement through 
BM intakes and (ii) the availability of BM Ca to the birds 
for shell formation. 
 
Feed conversion ratio (FCR)

Choice feeding of BM has no effect on FCR (p > 0.05) 
(Table 3). According to Auttawong et al. (2013), coarse 

Particle size (mm) In vitro solubility (%) ± SE1

1.0–2.0 56.25 ± 0.45

2.0–3.0 47.45 ± 0.32

3.0–4.0 39.80 ± 0.30

1 Standard error

Table 2: In vitro solubility of bone meal (BM)samples 
used in the experiment

The particle size of an ingredient may be a factor 
influencing digestibility of Ca and P. Larger feed 
particles are digested over a longer time in the gizzard 
than fine feed particles, making Ca more available during 
the period of shell formation throughout the night (Scott 
et al., 1971). According to Hyline (2016) feeding layers 
over 63-weeks of age with 65% of the coarse limestone 
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feed improved FCR when birds were fed ad libitum. 
However, when feeding time was limited or restrictedly, 
the coarse feed effect disappeared. Throughout this 
experiment the birds were fed based on Hy-line nutrition 
guidelines (Hy-line, 2016) with ad libitum water. This 
can be the reason for the insignificant effect among the 
treatments for FCR.

Laying percentage 

The laying percentage was highest (p < 0.05) in birds fed 
with BM having 2–3 mm particle size (90.07%) (Table 
3). Feeding with the control diet reduced (p < 0.05) the 
laying percentage. However, Rathnayaka et al. (2020) 
found that feeding BM to the commercial layers has no 
effect on laying percentage and the laying percentages 

observed during their study were not affected by the 
source of Ca. In contrast, Ahmed et al. (2013) found that 
the laying percentage increased when fed with limestone.

Weight gain

The weight gain of birds was similar (p > 0.05) among 
treatments (Table 3). The non-significant effect of Ca 
on weight gain of layers has been previously reported 
(Pelicia et al., 2009; Rathnayaka et al., 2020). 

External egg quality parameters

The effect of feeding three different particle sizes of BM 
on external egg quality parameters in commercial layers 
is presented in Table 4. No BM particle size effect was 

Bone meal 
intake per bird 

per day (g)

Ca intake per 
bird per day 

(g)

Egg damage 
(%)

FCR (kg 
feed/12 

egg)

Laying 
percentage 

(%)

Weight gain 
(g/bird/day)

Control 0.0d 2.79d 9.34a 1.29a 68.44c 40.0a

1–2 mm 21.85c 4.52c 1.57b 1.28a 85.00b 42.0a

2–3 mm 37.39a 5.74a 1.28b 1.32a 90.07a 38.0a

3–4 mm 36.68b 5.69b 1.35b 1.29a 84.99b 40.0a

SEM2 0.14 0.01 0.76 19.35 1.29 11.92

Probability *** *** *** NS *** NS

Table 3: Effect of different treatments on layer performance1

NS = not significant; *p < 0.05; **p < 0.01; ***p < 0.001.
1 Each value represents the mean of four replicates (8 birds/replicate).
2 Pooled standard error mean.
a-d Means in a column not sharing a common superscript are significantly different at p < 0.05.

Egg weight 
(g)

Shape index 
(%)

Shell ratio 
(%)

Unit surface shell 
weight (mg/cm2)

Shell thickness 
(mm)

Control 65.04a 73.72a 12.03b 86.02b 0.412c

1–2 mm 66.54a 74.49a 11.90b 86.37b 0.434b

2–3 mm 66.58a 72.44b 12.34a 88.43a 0.477a

3–4 mm 66.26a 73.64a 12.51a 89.55a 0.435b

SEM2 0.534 0.350 0.136 0.890 0.006

Probability NS *** ** * ***

Table 4: Effect of three different particle sizes of bone meal on external egg quality characteristics 
commercial layers1

NS = not significant; *p < 0.05; **p < 0.01; ***p < 0.001.
1 Each value represents the mean of four replicates (8 birds/replicate).
2 Pooled standard error mean.
a-cMeans in a column not sharing a common superscript are significantly different at p < 0.05.
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found for egg weight (p < 0.05). Shape index, shell ratio, 
unit surface shell weight (USSW), and shell thickness 
were affected significantly (p < 0.05) by different BM 
particle sizes. 

Egg weight

Egg weights of birds among treatments were similar 
(p > 0.05) (Table 4). According to Amornthewaphat et al. 
(2007), the particle size of the corn feed did not influence 
the egg weight. Guinotte and Nys (1991) demonstrated 
that the layers fed with coarser limestone particles 
produced heavier eggs as compared to those consuming 
pulverized limestone. 

Shape index

The egg shape index of birds was affected significantly 
(p < 0.05) by the different particle sizes of BM. A 
significant reduction (p < 0.05) of the shape index was 
observed when the birds were fed with 2–3 mm particle 
size (72.4%), as compared to 1–2 mm (74.5%) or 
3–4 mm (73.64%) particle sizes of BM and the control 
diet (73.7%). As defined by Duman et al. (2016), all the 
eggs produced during the present experiment can be 
considered oval (72–76%). According to Alkan et al. 
(2010), a significant negative correlation exists between 
the egg shape index and shell thickness. Similarly, the 
birds fed with BM having 2–3 mm particle size reported 
the lowest shape index and the highest shell thickness 
(0.477 mm). 

Shell ratio and unit surface shell weight (USSW)

The birds fed with BM having 2–3 mm and 3–4 mm 
particle sizes recorded the highest shell ratio (12.3% and 
12.5%, respectively). According to Ozcelik (2002), the 
shell ratio depends on egg weight, shell weight, and shell 
thickness.  However, it is evident that no proportional 
increase exists between egg weight and shell weight, and 
therefore the shell ratio (Kul & Seker, 2004). This may 
be a reason for observed differences in shell ratios in the 
present study although the egg weights were similar.  

 Feeding with BM having 2–3 mm and 3–4 mm 
particle sizes resulted the highest (p < 0.05) unit surface 
shell weight (USSW). As shown by Zhang et al. (2017), 
USSW was significantly increased with higher Ca levels 
and lower limestone solubility. According to these 
researchers, the highest USSW was obtained at 4–5 g/day 
Ca intakes and 30.1–39.8% limestone solubilities. The 

birds fed with BM having 2–3 mm and 3–4 mm particle 
sizes in the present study reported the highest Ca intake 
per day while exhibiting comparatively lower in vitro 
solubilities of the BM. Higher retention time in gizzards 
due to lower in vitro solubilities may be the reason for 
the highest USSW reported in birds fed BM supplements 
having 2–3 mm and 3–4 mm particle sizes.

Egg shell thickness

Egg shell thickness of birds differed significantly 
(p < 0.05) among treatments. The highest egg shell 
thickness (0.477 mm) was reported for the birds fed with 
BM having 2–3 mm particle size. The lowest egg shell 
thickness (0.411 mm) was recorded in birds fed with the 
control diet. Dietary Ca level is known to have an effect 
on the egg shell thickness. The layer diet used for the 
present experiment contained 31 g/kg Ca. The birds fed 
the control diet received Ca solely from the layer diet. 
This may be the reason for having the lowest egg shell 
thickness in birds fed with the control diet. 

 According to Scott et al. (1971), Ca supplements 
with large particle size are expected to be retained for 
a prolonged period in the gizzard making Ca more 
available during the period of shell formation. This may 
be a reason for the highest shell thickness recorded in the 
birds fed with BM having 2–3 mm particle size .

Internal egg quality parameters

The effect of feeding three different particle sizes of BM 
on internal egg quality parameters in commercial layers 
is presented in Table 5. 

 All the internal egg quality parameters tested were not 
affected (p > 0.05) by the particle sizes of BM. The result 
of the present study for internal egg quality parameters 
are in agreement with the findings of Rathnayaka 
et al. (2020), who found that feeding layers with either 
limestone, oyster shells or BM did not improve internal 
quality traits of chicken eggs. Moreover, the Haugh unit 
was not altered when Hy-Line Brown layers were fed 
with diets ground by roller and hammer mill to different 
particle sizes (Pérez-Bonilla et al., 2014). The present 
study also confirmed that different particle sizes had no 
effect on the Haugh unit. According to Wang et al. (2014) 
particle sizes of Ca sources have no effect on the egg 
yolk colour of Longyan ducks, which is in agreement 
with the results of the present study.
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CONCLUSION

The present study demonstrated that free-choice 
feeding of BM improves the egg shell thickness and 
reduces damaged egg percentage in commercial layers. 
Bone meal containing 2–3 mm particles improves BM 
intake, Ca intake, laying percentage and shell thickness 
more than other sized particles. Neither BM nor its 
particle sizes have positive effects on feed conversion 
ratio, weight gain, egg weight, or internal egg quality 
parameters tested. The present study concludes that BM 
particle size influences the Ca specific appetite of layer 
chickens and feeding BM having 2–3 mm particle size 
is the best in improving overall performance and egg 
quality parameters.
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Turtle conservation

Abstract: This study assessed marine turtle nesting habitats 
along the south-eastern coastline of Sri Lanka, with the 
specific objectives of (i) reporting the quality of turtle nesting 
habitats, turtle nesting abundance, and threats to nesting 
turtles; (ii) comparing the current results with the results of a 
study conducted in 2004 and (iii) recommending conservation 
actions. The current study was carried out from August 2017 to 
May 2018 to assess the three parameters given in objective (i) 
above, along a 133 km coastal belt in 531 transects of 250 m 
each. Direct visual observations were supplemented with data 
collected from local people and validated using habitat suitability 
modelling using MaxEnt software. The study demarcated seven 
turtle nesting hotspots and recommends priority areas for nine 
turtle conservation activities. Those include the declaration 
of the Palatupana beach that connects the existing Nimalawa 
Sanctuary and Yala National Park including its shallow sea as 
a sanctuary. Its management is recommended through public-
private partnerships ensuring healthy nesting turtle populations 
and their monitoring, while promoting turtle-based tourism 
under strict guidelines. Factors contributing adversely for 
nesting turtles such as coastal constructions and clearance of 
beach vegetation should be considered in management actions 
for the conservation of these globally threatened reptiles. The 
need for future research is also identified.

Keywords: Habitat suitability, marine turtles, MaxEnt, nesting 
habitats, southern Sri Lanka, turtle nesting hotspots.

INTRODUCTION

In general, the abundance of marine vertebrates has 
declined by about 22% during the past four decades, 
and marine turtles have the highest percentage of 
threatened species among these groups (WWF 2012 – 
Living Planet Report cited by McCauley et al., 2015). 
Anthropogenic threats, such as destruction of feeding and 
nesting habitats, poaching and predation of eggs, illegal 
harvesting for meat, and by-catch in fisheries are driving 
this loss (Wallace et al., 2011). As a consequence of these 
threats, six out of seven species of marine turtles are 
listed as globally threatened with the risk of extinction. 
Of these six species, leatherback (Dermochelys 
coriacea, Vandelli, 1761), loggerhead (Caretta caretta, 
Linnaeus, 1758) and olive ridley (Lepidochelys olivacea, 
Eschscholtz, 1829) are listed as Vulnerable (Wallace 
et al., 2013; Casale & Thicker, 2017; Abreu-Grobois 
& Plotkin, 2008, respectively), green turtle (Chelonia 
mydas, Linnaeus, 1758) as Endangered (Seminoff, 2004) 
and Kemp’s ridley (Lepidochelys kempii, Garman, 1880) 
and hawksbill (Eretmochelys imbricata, Linnaeus, 1766) 
as Critically Endangered (Wibbels & Bevan, 2019; 
Mortimer & Donnelly, 2008, respectively). Flatback 
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(Natator depressus, Garman, 1880) remains in the Data 
Deficient category (RLS & PS, 1996). Destruction 
of nesting habitats is a major threat for these species 
that exhibit nesting site fidelity (Mazaris et al., 2009).  
Although egg and meat poaching has decreased in some 
parts of the world due to increased conservation efforts, 
coastal development and associated infrastructure, as 
well as coastal armouring, are contributing to shrink the 
turtle nesting habitats (Lopez et al., 2015; Fuentes et al., 
2016).

 Sri Lanka is a continental island located at the southern 
tip of the Indian subcontinent between the northern 
latitudes 5° 54’ & 9° 52’ and the eastern longitudes 79° 
39’ & 81° 53’. Its coastline is approximately 1,620 km 
including the shoreline of bays and inlets excluding 
lagoons (Government of Sri Lanka, 2018). The coastal 
zone is rich in biotic and abiotic resources, including 
a diverse array of ecosystems (MoMDE, 2016). The 
ocean around the island is part of the northern Indian 
Ocean global marine biodiversity hotspot (Roberts et al., 
2002). Of the seven species of marine turtles, five nest 
in South Asian shores, including those of Sri Lanka. The 
species that nest in Sri Lanka are the green, hawksbill, 
leatherback, loggerhead, and olive ridley turtles (IUCN, 
2005; Perera et al., 2005; Rajakaruna et al., 2018). All 
these species are protected under the Fauna and Flora 
Protection Ordinance No. 2 of 1937, as amended by 
Act No. 22 of 2009. International trade of these species 
is prohibited under the Convention on International 
Trade in Endangered Species of Wild Fauna and Flora 
(CITES) (CITES, 2021) and in Appendices I and II of the 
Convention on the Conservation of Migratory Species 
of Wild Animals (CMS) (CMS, 2020). Despite their 
conservation value and the importance of Sri Lankan 
beaches for their sustained survival, little progress has 
been made on scientific research on marine turtle nesting 
habitats along the shores of the island. Research is 
restricted to a few populations at beaches identified as 
turtle hotspots in southern Sri Lanka, such as Kosgoda 
(Ekanayake et al., 2010), Rekawa (Kapurusinghe, 1998; 
Ekanayake et al., 2001), Godawaya (Ekanayake et al., 
2002), Kalametiya (Kapurusinghe, 2006), Bundala 
National Park (NP) (Kapurusinghe, 2006), Yala NP 
(Kapurusinghe, 2006), Kumana NP, Panama and 
Komari (Ellepola et al., 2014). As noted by Perera et al. 
(2005), most of these studies focused on the biology of 
each species but paid little attention to the ecological 
conditions of turtle nesting habitats.

 In 2004, prior to the Indian Ocean Tsunami, turtle 
nesting habitats from Tangalle fishery harbour to Menik 
Ganga estuary in Pilinnawa in the Yala NP had been 

assessed (Figure 1; Perera et al., 2005). The current 
study builds upon the above research, with the specific 
objectives of (i) assessing the quality of turtle nesting 
habitats, (ii) assessing the turtle nesting abundance, 
(iii) assessing threats to nesting turtles, (iv) comparing 
the results with the 2004 study and (v) making 
recommendations for conservation. 

MATERIALS AND METHODS

Study area and duration of study 

The current study, conducted from 25 August 2017 to 8 
May 2018, extended along approximately 133 km of the 
south-eastern coastal belt (specifically, the littoral zone) 
of Sri Lanka, from the Anantara Resort at Goyambokka 
beach, Tangalle (N 6° 0’35.61”; E 80°46’52.04”) to the 
Kumbukkan Oya estuary (N 6°30’8.69”; E 81°42’17.52”) 
in the Yala NP (Figure 1). For data collection and analyses, 
the study coastline was divided into 531 transects 
each extending to 250 m. These transects were further 
grouped into 21 major beach stretches, each comprising 
15-50 transects following a landscape approach of longer 
beach stretches with less heterogeneity.

Field data collection

This study used the same methodology of Perera et al. 
(2005), which adapted the method used by Shanker et al. 
(2003a; b) and Choudhary et al. (2003). This replication 
facilitated the temporal comparison of results. However, 
technological advancement of using GPS (etrex 30) for 
field navigation allowed more accurate demarcation of 
beach transects (250 m) during the present survey.

 A separate field data recording form was filled for 
each transect, for three major sets of parameters, i.e., 
habitat quality, turtle nesting abundance and threats to 
nesting turtles. The full length of the littoral zone from 
Anantara Tangalle Resort to Kumbukkan Oya Estuary 
was walked. Each transect was navigated using a GPS 
navigator loaded with a Google Earth® KML file of the 
531 pre-determined transects to collect their data. 

 During a single data collection day, a 5–6 km stretch 
of the beach was surveyed for nearly six hours. Hence, 
approximately a 30 km beach stretch was covered 
within a six-day sampling session, with the entire survey 
consisting of four sessions. Two random nocturnal beach 
surveys of about 2–3 km were also conducted within 
the same 30 km beach stretch during each sampling 
session to supplement data on turtle nesting, human 
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traffic, illumination in the night, egg poaching and turtle 
egg predation by feral dogs and wild animals. These 
nocturnal observations were used to augment the data 
collected during transect walks.

 Secondary information was also collected 
from literature and by interviewing locals such as 
fishermen, hoteliers and other people engaged in 
tourism-related activities in beach stetches, villagers 
including suspected egg poachers, officers representing 
government organisations including the Department 
of Wildlife Conservation (DWC) and personnel from 
non-governmental organizations. Maximum of five 
individuals were interviewed from each category.  

 These data were validated by modelling the habitat 
suitability for marine turtle nesting, described under the 
section on data analyses. 

Marine turtle nesting habitat quality

The following five parameters were recorded to assess 
the quality of marine turtle nesting habitat: (i) the general 
nature of the substrate, i.e., sandy shore (coarse/fine), 
shell deposit, or rocky shore, etc.; (ii) average width 
and slope of the beach; (iii) general beach habitat with 
a detailed habitat profile (based on Perera et al., 2005) 
using the ecosystem classification of MoMD&E (2016); 
(iv) backshore and foredune backing the beach or their 
replacement habitats such as sand dunes, scrublands, 
coconut plantations, human habitation, etc., and (v) 
naturalness and human activities as measures of the 
quality of the beach and backshore/foredune habitats, 
which were scored on a scale of 1 to 4  (low = 1; moderate 
= 2; high = 3; very high = 4) based on the consensus 
of field ecologists ensuring that the same ecologists 
contributed to the scoring for all beach transects.

Figure 1: The coastal stretches surveyed in 2004 and 2017–2018 along the south-eastern coast of 
Sri Lanka
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Since the current survey was conducted using a rapid 
assessment methodology for a very long stretch of 
coastline, all the seasonal changes have not been captured. 
Of the five parameters measured, only the average width 
and slope of the beach are affected by coastal dynamics 
driven by the south-westerly Asian monsoon that blows 
over May through September. However, this period falls 
outside the general nesting season for many turtle species 
and hence avoided during this study. Further, the average 
width and slope have been measured at a minimum of three 
points and recorded as an average for the entire transect. 
Parameters such as the substrate, vegetation, naturalness 
and human activity are not subjected to marked seasonal 
changes. While calculations were performed based on 
data for 250 m transects, analyses were conducted and 
recommendations on broader conservation applications 
have been made for longer beach stretches using these 
rapid assessment data.

Marine turtle nesting abundance

The number of (i) fresh nesting crawls, (ii) old nesting 
crawls, (iii) non-nesting (false) crawls, (iv) fresh nests 
(with/without eggs), (v) old nests, (vi) damaged/predated 
nests, and (vii) nests washed by the wave action were 
recorded for each beach transect following Perera et al. 
(2005). 

 As the present survey neither extended over an 
entire year nor investigated all possible species-specific 
nesting seasons for all beach stretches, the field data were 
supplemented by (a) information collected on nesting 
turtles and their signs during the nocturnal surveys, (b) 
secondary information gathered from the fishermen, 
general community, hoteliers and DWC officers, and (c) 
recently published information. Data compiled through 
all above sources were used to determine the turtle 
hotspots in the area. These nesting abundance data were 
further validated by habitat suitability modelling for 
nesting turtles. Since the survey avoided the monsoonal 
rough sea conditions, some of the nesting signs could be 
found on the beach for weeks after the nesting events. 
Therefore, although the data were collected once for a 
given transect, it was ensured that a value close to the 
real marine turtle nesting abundance was obtained for 
each transect. 

Threats to nesting marine turtles

To assess the threats to nesting marine turtle populations, 
the severity of the following parameters was quantified 
on a score of 0 to 5 (0 = nil; 1 = very low; 2 = low; 
3 = moderate; 4 = high; 5 = very high), based on the 
observations made and consensus reached by the field 

ecologists for each 250 m transect. These were also 
substantiated from interviews with the local community 
and the DWC representatives. Status of five direct 
threats to nesting turtles and their eggs were recorded: 
(i) poaching of eggs, (ii) turtle meat consumption and 
turtle shell industry, (iii) by-catch in fishing gear, (iv) egg 
predation by wild animals (for example, wild boar and 
jackals), and (v) by feral animals (domestic dogs and 
pigs) (Perera et al., 2005). The status of thirteen indirect 
threats to nesting turtles were also recorded for each 
transect: (i) sand mining, (ii) erosion prevention measures 
(beach armouring), (iii) signs of beach pollution, 
(iv) signs of marine pollution, (v) beach seine fisheries, 
(vi) human traffic (for example, tourism and fisheries-
related activities), (vii) infrastructure (for example, 
houses, hotels and roads), (viii) ports, fishing harbours 
and jetties, (ix) clearance of beach vegetation, (x) coral 
mining, (xi) plantations of exotic flora (e.g. Casuarina), 
(xii) spread of invasive alien species (e.g. Opuntia), and 
(xiii) artificial illumination (Perera et al., 2005).

Data analyses

Data collected from each transect (n = 531) were analysed 
to obtain a composite score for the three major parameters 
from which the importance of each transect was assessed 
for the conservation of marine turtles. Composite scores 
were calculated as detailed below, tabulated and mapped. 
The scoring protocol was kept consistent with the 2004 
survey for comparison. 

Marine turtle nesting habitat quality

The equation (1) (adapted from Perera et al., 2005) given 
below describes the calculation of the composite score of 
the nesting habitat quality as a percentage rounded up to 
the closest integer.

 The field data form for each transect had two scores: 
(i) for the beach, and (ii) for the backshore/foredune. 
Each score comprised two components: (i) naturalness, 
and (ii) human disturbance (both these were scored on 
a scale of 1- 4, with 1 = low and 4 = very high). The 
naturalness score ranged from 4 (very high level of 
naturalness) to 0 (completely transformed beach habitats 
such as beach armouring). The human disturbance value 
for the calculation was taken as the highest possible score 
of 4 minus the score of the observation (4 – the observed 
score), i.e., if the observed score for human disturbance 
was 4, the value is taken as 0 (4 – 4 = 0). 

 The percentage of the overall composite score of the 
habitat quality of a given transect was then calculated 
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with a weightage of 75% of the score for nesting beach 
habitat quality and 25% of the score for the backshore/
foredune. The composite score was calculated as follows:

Composite score of the  = [NB + (4 – HAB)/8]×75
nesting habitat quality (%)             +[NBF+(4–HABF)/8]×25         
   
         ...(1)

Where

NB  = Naturalness score for nesting beach habitat
HAB  = Human activity score for nesting beach 

habitat
NBF  = Naturalness score for backshore and foredune
HABF  = Human activity score for backshore and 

foredune

 The above percentage composite score was then 
converted to one of four categorical scores as 1= Low: 
0–35%; 2 = Moderate: 36–55%; 3 = High: 56–80% and 
4 = Very high: 81–100%. 

Marine turtle nesting abundance and hotspots

The composite score for the abundance of nesting 
turtles was calculated based on three indices listed 
under the section on Field Data Collection. Primary 
field observations – the number of crawls and/or nests 
(whichever was higher) was counted for each transect 
as an index of abundance. All identifiable crawls and/or 
nests were counted within each transect, irrespective of 
how old they were. The second index was based on the 
secondary data collected from villagers, fishermen and 
DWC officers on the maximum number of turtles they 
had recorded from the given transect per night within 
the last three years. The third index was from reviewed 
literature (published from 2014 to 2018) on turtle nesting 
abundance in the beach stretch to which the transect 
belonged. The above counts were then converted to 
one of four categorical scores. 1 = Rare: 0 crawls/nest; 
2 = Uncommon: 1 crawl/nest; 3 = Common: 2 crawls/
nests; and 4 =Very common: ≥3 crawls/nests. While the 
primary data of crawls/nests were always a count, the 
secondary and published data were assigned to one of 
the categorical scores. The highest among the (a) primary 
count score (0–4); (b) secondary score (0–4); and 
(c) literature score (0–4) was assigned to each transect as 
its final score for nesting turtle abundance. Turtle nesting 
hotspots were identified based on this final score for the 
nesting turtle abundance.

Threats to nesting marine turtles

The composite score for the threats was calculated by 
obtaining the cumulative score of all threats (n = 18 as 
listed above) recorded for each transect. Each identified 
threat in a particular transect was given a score from 0 = 
none to 5 = very high. After scoring a given transect for 
all 18 threats, the composite score of threats to nesting 
turtles was calculated as a percentage of the total possible 
value of all threats, rounded up to the closest integer, 
using the following formula (adapted from Perera et al., 
2005):

Composite score of threats   =   ∑ T ÷ (5 × 18) ×100
to nesting turtles (%)
  ...(2)

Where 
T= composite score of threats 

The above % score was then converted to one of four 
categories of overall threat value per given transect as 
1 = Low: 0–10%; 2 = Moderate: 11–20%; 3 = High: 
21–30%; and 4 = Very High: 31–100%. 

Preparation of maps

The final scores of the three parameters assessed were 
used for the preparation of maps for visualization. These 
maps were prepared using the ArcGIS 10.2.2 software 
(ESRI, 2012) based on the Google Earth® for the 21 
beach stretches. Maps were prepared to compare the 
same stretches of beach between the 2004 study and the 
current one. However, the number of transects in each 
stretch did not completely match, given that transects of 
approximately 250-300 m in length were estimated by 
foot in the 2004 survey, in contrast to the accurate GPS-
based 250 m transects of the current survey.

Identification of priority areas for marine turtle 
conservation activities

The priorities for turtle conservation activities were 
determined based on a comparative analysis on the 
average habitat quality, abundance of nesting turtles and 
threat scores for the 21 beach stretches, following the 
criteria given by Perera et al. (2005): (i) High nesting 
frequency - high habitat quality - low threats: declare 
as a protected area for turtles, in situ conservation and 
research programmes; (ii) High nesting frequency - 
high habitat quality - high human threats: carry out 
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awareness programmes and ex situ turtle nest protection 
programmes with the participation of local communities; 
(iii) High nesting frequency - high habitat quality - high 
natural threats: declare as a protected area for turtles, 
in situ conservation programmes with nest protection 
measures, supplemented by ex situ conservation 
programmes (for example, concrete cylinders or hume 
pipes have been proven to be a good defence against wild 
boar predation), together with associated research and 
tourism development; (iv) Moderate nesting frequency 
- high threats - irrespective of habitat quality: strengthen 
law enforcement with regular night patrolling by the 
DWC; (v) High nesting frequency - low habitat quality 
-  irrespective of threats: engage in habitat enrichment 
programmes.

Validation of marine turtle nesting abundance data

Each of the 531 transects could only be surveyed once 
during the survey period, irrespective of the seasonality 
of turtle nesting and the weather. Although more 
comprehensive repetitive and year-round surveying 
of each transect extending across nesting seasons for 
all species would likely have provided information of 
the actual abundance of nesting turtles, this study was 
constrained by a time limit. Therefore, the survey may 
have missed the peak nesting seasons of some species for 
some transects. However, the methodology was designed 
to minimise the impact of this constraint by developing 
and using scores for the abundance of nesting turtles 
based on indices (not only based on actual counts), 
derived as described above. In addition, our analyses 
were conducted at broader, landscape-scale beach 
stretches rather than on individual transects, allowing 
our data to be more useful for conservation decisions. 
In addition, although we collected species-based data 
for transects, our analyses were based on nesting turtle 
abundance regardless of the species. 

Habitat suitability modelling for marine turtle nesting 
habitat suitability

To validate qualitative results of nesting turtle abundance 
based on the rapid assessment, they were compared with 
quantitative results from two separate predictions of 
habitat suitability for nesting turtles using the following 
method. Maximum entropy (MaxEnt) distribution 
modelling, recommended as the best approach among 
similar methods for species distribution modelling, 
was used because of its high performance (Phillips et 
al., 2006; Ortega-Huerta & Peterson, 2008; Elith et al., 
2011), ease of interpretation (Phillips et al., 2004) and the 
use of presence-only data (Phillips et al., 2004; 2006). 

MaxEnt is a presence-only, machine learning approach 
for modelling habitat suitability that uses maximum 
entropy as a proxy for the occupation of the habitat by 
the species of concern (Phillips et al., 2006). It identifies 
areas with the highest probability of finding the species 
of concern by maximising entropy, based on constraints 
derived from climatic and habitat variables (Phillips 
et al., 2006; 2017).

 Habitat suitability for marine turtle nesting 
(irrespective of the species) was predicted using the 
MaxEnt algorithm (version 3.4.1.a), based on data for the 
confirmed presence of nesting sites (Philips et al., 2017). 
Two separate habitat suitability models were run for two 
separate datasets of environmental variables available at 
contrastingly different resolutions—the first continuous 
and the second categorical—to avoid any confounding 
effects of combining the two.

 Continuous bioclimatic variables (n = 19) for the 
current period were obtained with a resolution of 30 arc-
seconds (~1 km2) from the online database WorldClim 
(Version 2) (Hijmans et al., 2005; Fick & Hijmans, 2017) 
for the first model. Data layers of BIOCLIM variables 
were clipped into our study area to produce a set of raster 
maps for the MaxEnt model.

 For the second model, values of the categorical 
habitat variables (n = 18) collected at each of 531 beach 
transects were used. All categorical values assigned 
for each transect were used to produce a raster map for 
each habitat variable, using the data interpolation tool 
in ArcGIS 10.2.2 (ESRI, 2012), and the layers obtained 
were used as the measured categorical variables. 

 Occurrence points of turtle nests were collected from 
published literature and field observations and checked 
for accuracy. Sixty-four locations were used as presence 
only data for marine turtle nesting. All spatial data were 
processed using ArcGIS 10.2.2 and were projected to 
WGS 1984 UTM Zone 44N, which is the transverse 
Mercator projection parameter for Sri Lanka.

 The MaxEnt model was run using the default 
software settings (Phillips & Dudík, 2008) and each 
model was run for 1,000 iterations with linear, quadratic, 
product, and hinge features (Elith et al., 2011), with a 
majority of aforementioned turtle nesting presence data 
as training data to fit the model, keeping the rest to test 
the model, in order to maintain cross-validation, while 
the regularization was set at 0.1 to avoid over-fitting of 
test data (Phillips et al., 2004). A maximum number of 
10,000 background points were used and a convergence 
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threshold value was set at 0.00001. A 10-fold cross-
validation method was used to estimate model error and 
predictive performance (Rodriguez et al., 2010; Pascoe 
et al., 2019). The model performance and the model 
structure were evaluated using the highest mean area 
under the receiver operator characteristic curve (AUC) 
value. AUC values assess the predictive accuracy of the 
model, with 0.5 indicating that the model is no better than 
random at predicting habitat suitability and 1 indicating a 
perfect ability of the model to estimate species presence 

(Phillips et al., 2006). The relevance and the contribution 
of each environmental variable for the model prediction 
were determined by the percent contribution from the 
heuristic test for each variable in the MaxEnt output, 
supported by the Jackknife variable contribution test 
or the regularised training gain (Phillips et al., 2006). 
The more important a variable is in modelling habitat 
suitability, the higher its values of regularised training 
gain. Final outputs of model predictions were exported 
to ArcGIS 10.2.2 for further analysis. 

Figure 2: Summary of results of the marine turtle nesting habitat assessment; nesting habitat quality (green tones), 
nesting turtle abundance (blue tones) and threats to nesting turtles (red tones) along the 133 km coastal belt 
from Tangalle to the Kumbukkan Oya estuary in 21 beach stretches and 531 transects 

 (a) 1 - Tangalle (4 km; transects 001–016), 2 - Tangalle-Medilla (3.5 km; 017–030), 3 - Rekawa Sanctuary 
(5 km; 031–050), 4 - Rekawa East-Wellodaya  (3 km; 051–067), 5 - Kahandamodara (5 km; 068–088), 
6- Lunama-Kalametiya Sanctuary (5 km; 089–109), 7 - Ussangoda National Park (NP) (2 km; 110–118), and 
8 - Welipatanwila (3.5 km; 119–131);  (b) 9 - Godawaya Sanctuary (4 km; 132–146), 10 - Sisilasagama-
Mirijjawila (4 km; 147–162), 11 - Magam Ruhunupura port (5 km; 163–183), 12 - Hambantota (4 km; 184–
199), 13 - Koholankala-Malala in Bundala NP (9.5 km; 200–237), and 14 - Bundala in Bundala NP (9 km; 
238–274);  (c) 15 - Bundala village-Kirinda (7 km; 275–301), 16 - Nimalawa Sanctuary (4 km; 302–318), 17 
- Palatupana (7.5 km; 319–348), and 18 - Gode Kalapuwa-Mahaseelawa-Butawa-Patanangala in Yala NP (12.5 
km; 349–399);  and (d) 19 - Patanangala-Pilinnawa in Yala NP (9.5 km; 400–439), 20 - Pilinnawa-Mihirawa in 
Yala NP (11.5 km; 440-485), and 21 - Mihirawa-Kumbukkan Oya inYala NP (11.5 km; 486–531).
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RESULTS AND DISCUSSION

Marine turtle nesting habitat quality

Of the 21 beach stretches, 57% had high levels of habitat 
quality (38% = very high; and 19% = high); while 24% of 
the beaches were moderate, and 19% were of low quality.  
Importantly, the protected beaches of the Lunama-
Kalametiya Sanctuary, Ussangoda NP and Godawaya 
Sanctuary as well as the continuous and mostly protected 
82 km stretch of beach from Koholankala and Malala in 
Bundala NP up to the Kumbukkan Oya estuary in Yala 
NP were reported with higher habitat quality, while 
Rekawa Sanctuary was recorded as moderate (Figure 2); 
See supplementary Figure 1 (a-u) for detailed maps of 
531 transects in 21 beach stretches.).

 Supplementary Table 1 summarizes the scores given 
for the quality of marine turtle nesting habitats within 
each beach stretch surveyed along the study area.

 The current study identified beach stretches of the 
Bundala NP, Nimalawa Sanctuary, Palatupana and Yala 
NP as having a very high overall nesting habitat quality 
– almost in their natural state. Even with a certain degree 
of human disturbance, the nesting habitat quality of the 
beach stretches of Rekawa Sanctuary, Kahandamodara, 
Welipatanwila, Sisilasagama-Mirijjawila and Hamban-
tota remain moderate, where the beach habitats are better 
than the backshore/foredune.

 The quality of the beach stretches from Tangalle to 
Medilla, Rekawa East and Wellodaya, as well as Magam 
Ruhunupura Port and the adjacent coastline is poor 
because many of these beaches are subjected to heavy 
anthropogenic disturbances. In addition to the port itself, 
threats from fishery harbours and other fisheries-related 
activities were observed in these areas.

Changes in turtle nesting habitat quality since 2004

In most areas, habitat degradation from 2004 to 2017-
2018 has been considerable, except in Bundala and Yala 
NPs and Nimalawa Sanctuary. A reduction of habitat 
quality from high to moderate/low was observed in 
beach stretches in Rekawa Sanctuary and Sisilasagama-
Mirijjawila, largely because of coastal constructions in 
backshore/foredune habitats – many of which are illegal 
and directly affecting nesting turtles. The quality of the 
nesting habitats in the Bundala village-Kirinda stretch 
has dropped from very high to high. In addition, the 
moderate habitat quality observed in 2004 for nesting 
turtles in the stretch of Magam Ruhunupura Port and 

adjacent coastline has dropped to low. The nesting 
habitat quality along the studied coastline did not appear 
to have a significant long-term impact from the 2004 
Indian Ocean tsunami [see Bambaradeniya et al. (2006) 
and references therein, and Perera et al. (2006) and for 
more details]. 

Marine turtle nesting abundance 

Around 33% of the 21 beach stretches had very high 
nesting abundance (19% = very common and 14% = 
common). This included a 24 km stretch of continuous 
and mostly protected beach from Nimalawa Sanctuary, 
Gode Kalapuwa-Mahaseelawa-Butawa to Patanangala 
in Yala NP, as well as Tangalle (4 km), Rekawa 
Sanctuary (5 km) and Kahandamodera (5 km) (Figure 2; 
supplementary Figure 1). Twenty-nine percent (29%) of 
beach stretches had low nesting turtle abundance, while 
38% were visited rarely by nesting turtles. These results 
suggest that only a fraction of good quality nesting beach 
habitats are actually being used by nesting turtles.

 The current assessment revealed that the beach 
stretches of Rekawa East-Wellodaya, Lunama-
Kalametiya Sanctuary, Ussangoda NP, Welipatanwila, 
Godawaya Sanctuary, Sisilasagama-Mirijjawila, 
Magam Ruhunupura port, as well as Koholankala and 
Malala in Bundala NP are visited only rarely by nesting 
turtles. Except for the above, all other beaches from 
Anantara Tangalle Resort at Goyambokka beach to 
the Kumbukkan Oya estuary in Yala National Park are 
important for marine turtles as nesting grounds (Figure 
2; Supplementary Figure 1).

 Supplementary Table 2 provides turtle nesting 
scores calculated from the number of nests and crawls 
recorded during this study, as well as scores calculated 
from secondary information and published data for 
each transect. In addition, it provides a comparison of 
nesting turtle abundance for each beach stretch between 
2004 and 2017–2018, as well as the nesting habitat 
suitability supported by predictive modelling (Figure 
3; see supplementary Figure 2 (a-u) for detailed habitat 
suitability maps of the 21 beach stretches.). Beach 
stretches with the highest model-predicted habitat 
suitability, over 0.6 for both models (habitat suitability 
modelled using bioclim variables as well as with 
measured variables), are listed here as congruent hotspots 
from MaxEnt models. Beach stretches identified as turtle 
nesting hotspots by both the nesting abundance results 
and MaxEnt models are highlighted as the current marine 
turtle nesting hotspots along the study coastline. Figure 
4 provides a map of turtle nesting hotspots found in this 
study, as well as those identified by Perera et al. (2005).
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Marine turtle nesting hotspots along the surveyed 
coastal belt 

Seven beach stretches with abundance scores of 4–5 
were considered initially as turtle nesting abundance 
hotspots: Tangalle (4 km), Rekawa Sanctuary (5 km), 
Kahandamodara (5 km), Nimalawa Sanctuary (4 km), 
Palatupana (7.5 km), Gode Kalapuwa-Mahaseelawa-
Butawa-Patanangala in Yala NP (12.5 km), and Mihirawa-
Kumbukkan Oya in Yala NP (11.5 km) (Supplementary 
Table 2; Figure 4). It is important to note that both the 
starting and ending beach stretches of the study coastal 
line have been identified as turtle nesting hotspots, 
suggesting that the study area needs to be expanded both 
westward from Tangalle, and north-eastward from the 
Kumbukkan Oya estuary to obtain a complete picture of 
marine turtle nesting grounds in south-eastern Sri Lanka.

 The AUC of the habitat suitability model using 
measured categorical variables was 0.827, indicating 
that this model is useful in drawing conclusions; while 
the same for the model using BIOCLIM continuous 

variables was 0.988, indicating an excellent model 
prediction (Swets, 1988; Elith, 2002). The relevance 
and the contribution of each environmental variable 
for the model prediction is given by the results of the 
heuristic test, i.e., percent contribution of each variable 
(Supplementary Table 3 and 4, respectively, for the 
models fitted using BIOCLIM variables and measured 
variables), supported by the Jackknife variable 
contribution test (Supplementary Figure 3 a-d). Those 
variables with the highest contribution for both models 
are similar in both tests (Supplementary Figure 4). The 
test revealed that among the BIOCLIM variables used for 
the model development, the annual range of temperature 
(bio-7) and the precipitation of the wettest month (bio-13) 
were the most significant contributors to the habitat 
suitability for nesting marine turtles. Similarly, among 
the measured variables, the most significant contributors 
for the model prediction were coastal construction (cn) 
and clearance of vegetation (cv). Response curves of 
marine turtle nesting to each environmental variable are 
provided in Supplementary Figures 5a & 5b, respectively 
for continuous and categorical variables.

Figure 3: Habitat suitability distribution for marine turtle nesting modelled using bioclim 
continuous variables (above) and measured categorical variables (below), along the 
sampled beach stretches (a) 1–8; (b) 9–14; (c) 15–18; and (d) 19–21.
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Figure 4: (a) Turtle nesting hotspots identified in Perera et al. 2005 and this study, and (b) marine turtle nesting habitat 
conservation recommendations based on results of this study.
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Two additional nesting habitat suitability hotspots  
reported with high nesting turtle abundance in the 
2004 survey indicated a lowered nesting score during 
the current study. These are Bundala and Koholankala-
Malala beaches in Bundala NP. These have also been 
identified as suitable nesting habitats by MaxEnt models 
because historical records identify these locations as 
turtle nesting areas. However, even with historical turtle 
nesting presence in the MaxEnt dataset, the Godawaya 
Sanctuary has not been predicted for high suitability for 
turtle nesting, while the observed turtle nesting abundance 
in the present survey has indicated a marked reduction 
of nesting turtles in the Godawaya beach, indicating a 
need for further investigation of the underlying causes. 
Similarly, highly reduced turtle nesting identified in 
Bundala and Koholankala-Malala beaches in Bundala 
NP may be due to increased levels of human-induced 
threats.

 Two other MaxEnt habitat suitability congruent 
hotspots are not supported by the current nesting turtle 
abundance nor from the 2004 survey. These are Rekawa 
East-Wellodaya, and Lunama-Kalametiya Sanctuary. 
This could be explained by sub-tidal habitat conditions 
that may prevent nesting turtles from coming ashore, 
indicating that turtles do not use all beaches with high 
predicted suitability based on the habitat variables used 
here. This may be due to other unknown variables, 
especially in adjacent sub-tidal habitats, including ocean 
currents and availability of daytime feeding grounds.

Changes in turtle hotspots since 2004

The study reveals an overall decline in the marine turtle 
nesting abundance in the south-eastern coastline of Sri 
Lanka (Supplementary Table 2). Many beaches with 
“uncommon” or even “common” turtle abundance in 
2004 have now declined to “rare” occurrences. The 
result of declining turtle abundance indicated by the 
derived index of abundance remains important for 
conservation planning. Hence, a confirmation of the 
declines in absolute numbers using a systematic year-
round survey—focusing on turtle nesting abundance and 
the causes for such declines—is recommended. 

 A comparison of turtle nesting hotspots identified 
in the 2004 and 2017–2018 surveys provide important 
insights into changes that have occurred during that 
period in turtle nesting preferences. In both surveys, three 
coastal stretches have recurred as turtle nesting hotspots. 
These are Rekawa Sanctuary, Kahandamodara and the 
stretch from Gode Kalapuwa, Mahaseelawa-Butawa to 
Patanangala in Yala NP, which confirms their excellent 

status of nesting habitats (Figure 4). In addition, four 
new turtle nesting hotspots have been documented in 
Tangalle from Anantara Resort at Goyambokka beach to 
the Tangalle headland, Nimalawa Sanctuary, Palatupana, 
and the stretch from Mihirawa to Kumbukkan Oya 
estuary in Yala NP (Figure 4). In this study, the extension 
of the study area has resulted in identifying two new 
turtle nesting hotspots. 

 Nevertheless, four turtle nesting hotspots recorded 
during the 2004 survey were not identified in this 
study. These hotspots are Ussangoda to Welipatanwila, 
Godawaya, Koholankala to Kirindi Oya estuary in 
Bundala NP, and Patanangala to Pilinnawa, especially 
Gonalehebba to Kalliya Kalapuwa section in Yala NP 
(Figure 4). This also suggests that further studies are 
needed to ascertain the cause of such decline, as well as 
to identify remedial actions. 

Threats to nesting marine turtles in each coastal 
stretch

Of the 18 threats stated in the Materials and Methods 
section, the main threats were poaching of eggs, egg 
predation by feral and wild animals, human traffic, beach 
pollution, illegal constructions on the beach, clearance of 
beach vegetation, and artificial beach illumination during 
the night. Two of the above, i.e., illegal constructions 
on the beach and clearance of beach vegetation, were 
confirmed also by Jackknife values for turtle nesting 
habitat suitability modelling.

 Poaching of eggs was commonly seen in areas 
with human settlements, especially around permanent 
fishing villages or temporary fishing huts. Most of these 
poached egg holes also showed signs of predation of any 
remaining eggs by feral dogs. The results of this study 
revealed that wild boar is the main egg predator in natural 
areas such as Bundala NP, Nimalawa Sanctuary, forested 
areas in Palatupana, and within the Yala NP.  However, 
inside Nimalawa Sanctuary and Yala NP, the threat of egg 
predation by wild boar is less because their population is 
controlled by leopards (Kittle et al., 2017). In Bundala 
NP, which lacks leopards (Bambaradeniya et al., 2002), 
the wild boar population may have increased and their 
predation on turtle eggs is, therefore, higher. Threats due 
to other animals such as water monitors, crocodiles, and 
birds of prey were also occasionally recorded.

 Coastal armouring has been known to disturb the 
nesting habitats of marine turtles (Choi & Eckert, 
2009; Witherton et al., 2011; Lopez et al., 2015). The 
only coastal armour found within the study area was 
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revetments, observed in the beach stretches such as 
Tangalle, Medilla, Kahandamodara, Hambantota, and 
from Bundala village to Kirinda. However, beach 
armouring is unlikely to have a significant impact on 
nesting turtles along the south-eastern coast of Sri Lanka. 

 Beach pollution was high and was observed in 
most stretches and this could deter turtles from visiting 
these areas for nesting. This pollution is mainly caused 
by fishing-related garbage in the Tangalle and Kirinda 
fishery harbours, household garbage in the west bank of 
the Walawe estuary and the beach bordering Hambantota 
town, and accumulated plastic waste washed ashore by 
marine pollution in the Attulla Lagoon mouth area of 
the Nimalawa Sanctuary (transect 311 to 313) and the 
eastern end of Gode Kalapuwa (transect 351 to 352).

 Light disturbance was also very high in Tangalle 
due to hotels and guest houses bordering the coastline 
and fishery harbour, and also in the the beach bordering 
Hambantota town and the Kirinda fishery harbour. 

 Spread of invasive alien species on nesting beaches 
has also been identified as a threat to nesting sea turtles 
(Pagad et al., 2013). Opuntia dillenii was observed 
spreading widely at the Walawe estuary, Godawaya 
Sanctuary, the beach bordering the Hambantota saltern, 
Koholankala Lagoon and the Malala fish landing site. 

 The intensity of incidental by-catch of marine turtles 
in fishing gear is severely underestimated in this survey, 
as the estimation is based purely on information collected 
on the beach and the assessment periods may not have 
coincided with peak fishing activities. Most of the by-
catch of marine turtles in fishing gear were recorded 
from the areas where there are major fishery harbours 
(e.g., Tangalle, Kalametiya and Welipatanwila).

 The overall threat to nesting turtles is high in the 
beach stretches in Tangalle from Anantara Resort at 
Goyambokka beach to Tangalle fishery harbour, Tangalle 
to Medilla, Hambantota, and the beach stretch from 
Bundala village to Kirinda (Figure 2; supplementary 
Figure 1). 

Changes of threats to nesting turtles since 2004 

Increased levels of threats were observed to marine 
turtles, especially in areas outside the protected areas 
further emphasizing the need to declare and maintain 
protected areas. Night patrolling by DWC officers is 
necessary in beach stretches where considerable nesting 

abundance coincided with higher levels of threat. These 
beach stretches are Tangalle, Tangalle to Medilla, 
Kahandamodara, Hambantota, Bundala in Bundala NP, 
Bundala village to Kirinda, Nimalawa Sanctuary and 
Palatupana (Figure 2; supplementary Figure 1).

 Among the specific threats to marine turtle nesting 
habitat that have reduced markedly during the period 
from 2004 to 2017-2018 are coral and sand mining for 
building construction. This may be due to effective law 
enforcement and increased levels of awareness during 
the recent past.

Summary of comparison between the 2004 and 2017–
2018 studies 

Supplementary Table 5 summarizes the changes in 
nesting habitat quality, nesting abundance, and the threats 
faced by marine turtles in each beach stretch studied in 
2004 and 2017–2018. Comparative results suggest an 
overall decrease of the nesting habitat quality and nesting 
turtle abundance. Specific beach stretches where there 
are conspicuous changes have been highlighted in grey, 
together with turtle conservation actions recommended 
for each beach stretch (see Figure 4b).

CONCLUSIONS

Perera et al. (2005) identified two important stretches 
of beaches that needed immediate protection to ensure 
the retention of a high abundance of nesting turtles. 
These two stretches were Rekawa, mainly for the olive 
ridley and green turtles, and Godawaya, mainly for 
leatherback turtles. Their results and recommendations 
led to the establishment of two sanctuaries, i.e., Rekawa 
and Godawaya, for nesting turtle conservation, under 
the jurisdiction of the DWC (Government of Sri Lanka, 
2006). In 2004, Rekawa recorded decreasing nesting 
turtle abundance, but has now achieved a relative 
stability. This must be attributed to the protection of 
the area and active law enforcement by the DWC. In 
addition, there have been successful community-based 
turtle conservation and tourism activities in the area. 
However, in the Godawaya Sanctuary, the stable nesting 
turtle population dominated by giant leatherback turtles 
in 2004, has now markedly decreased. This needs further 
investigation.

Recommendations from the current study 

Revisitation of the turtle nesting habitats in the 
south-eastern coastline of Sri Lanka after 13 years from 
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the previous study provides data-driven recommendations 
to sustain the marine turtle nesting in the area. This study 
showed that the south-eastern coastal belt is still home 
to seven turtle nesting hotspots for all five species that 
visit Sri Lanka. Among these, habitat suitability models 
validated four beach stretches as the most important 
turtle nesting hotspots. Three of these are within DWC 
protected areas. The exception is Palatupana beach, 
which needs formal protection as a sanctuary under 
the DWC like Rekawa and Godawaya. However, it is 
recommended that this sanctuary incorporates public-
private and inter-agency collaboration, ensuring eco-
friendly hotel development. This is especially important, 
due to increased turtle nesting abundance in this beach. 
It is the only unprotected beach stretch among the four 
most important turtle nesting hotspots identified in this 
study. 

 Significantly increased levels of threats to these 
animals, together with decreasing quality of nesting 
habitats, were recorded in this study. It is essential, 
therefore, that the nine recommendations for conservation 
actions made herein for specific coastal stretches be 
considered by the DWC and incorporated into their 
management plans. In addition, significant threats 
identified for habitat suitability for nesting turtles such 
as coastal construction and clearance of beach vegetation 
should also be mitigated. Further the identified research 
gaps should also be addressed.
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Statistics: distribution theory

Abstract: Multivariate distributions are helpful in the 
simultaneous modeling of several dependent random variables. 
The development of a unique multivariate distribution has 
been a difficult task and different multivariate versions of 
the same distribution are available. The need is, therefore, 
to suggest a method of obtaining a multivariate distribution 
from the univariate marginals. In this paper, we have proposed 
a new method of generating the multivariate families of 
distributions when information on univariate marginals is 
available. Specifically, we have proposed a multivariate 
family of distributions which provides a univariate transmuted 
family of distributions as marginal. The proposed family is 
a re-parameterization of the Cambanis (1977) family. Some 
properties of the proposed family of distributions have been 
studied. These properties include marginal and joint marginal 
distributions, conditional distributions, and marginal and 
conditional moments. We have also obtained the dependence 
measures alongside the maximum likelihood estimation of the 
parameters. The proposed multivariate family of distributions 
is studied for the Weibull baseline distributions giving rise to 
the multivariate transmuted Weibull (MTW) distribution. Real 
data application of the proposed MTW distribution is given 
in the context of modeling the daily COVID-19 cases of the 
World. It is observed that the proposed MTW distribution is a 
suitable fit for the joint modeling of the COVID-19 data.

Keywords: Dependence functions, maximum likelihood 
estimation, multivariate T–X family of distributions, transmuted 
distributions, Weibull distribution.

INTRODUCTION

Probability distributions have been widely used in 
several areas of life. Certain situations arise where 

the standard probability models are not capable of 
capturing complex behaviour of the data and hence some 
extensions are required. Numerous methods are available 
in the literature to extend any baseline distribution. One 
such method of extending the univariate distribution 
is the transmuted family of distributions proposed by 
Shaw and Buckley (2007). The cumulative distribution 
function (cdf) of the transmuted family of distributions is 

( ) ( ) ( )1 ; 1 1F x G x G xλ λ λ= + − − ≤ ≤  
 

where ( )G x  is the cdf of any baseline distribution and 
λ  is the transmutation parameter. The transmuted family 
of distributions is useful to obtain the transmuted version 
of any baseline distribution such that the resulting 
distribution has much wider applicability as compared 
with the baseline distribution. More details about the 
transmuted distributions can be found in Rahman et al. 
(2020). 

 The transmuted family of distribution can be obtained 
as a member of the T–X family of distributions proposed 
by Alzaatreh et al. (2013). The transmuted family of 
distributions has been studied by several authors for 
different baseline distributions. Some examples include 
the transmuted-G family of distributions by Nofal et 
al. (2016), the Kumaraswamy transmuted-G family of 
distributions by Afify et al. (2016), the beta transmuted-H 
family by Afify et al. (2017) and the T-transmuted X 
family of distributions by Jayakumar and Babu (2017). 
A comprehensive review of developments in transmuted 
distributions has been given in Rahman et al. (2020).
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The development in the area of bivariate and multivariate 
families of distributions is relatively challenging and 
not many methods are available to obtain the bivariate 
or multivariate distribution from the given marginals. 
A classical method to obtain the bivariate distribution, 
from the given univariate marginals, has been proposed 
by Gumbel (1960) as is known as the Gumbel bivariate 
distribution. The joint cdf of the Gumbel bivariate 
distribution is 

( ) ( ) ( ) ( ){ } ( ){ }, 1 1 1 ; 0 1F x y G x G y G x G yγ γ = + − − ≤ ≤ 
( ) ( ) ( ) ( ){ } ( ){ }, 1 1 1 ; 0 1F x y G x G y G x G yγ γ = + − − ≤ ≤   

 where ( )G x  and ( )G y  are any marginal cdf’s and 
γ  is an association parameter. This family has been 
studied by various authors. For example, the bivariate 
Kumaraswamy distribution has been studied by Barreto-
Souza and Lemonte (2013) and the bivariate Pareto 
distributions by Sankaran et al. (2014) among others. 
Recently, Sarabia et al. (2014) have extended the Beta 
– G family of distributions to the bivariate case by 
using bivariate beta distribution as baseline distribution. 
Darwish et al. (2021) have used the bivariate T–X family 
of distributions to propose a new bivariate transmuted 
family of distributions. The proposed family can be used 
with any baseline distribution. This family has opened 
the door for development of new bivariate distributions 
by using any baseline distributions.

 Various complex situations arise where the joint 
modeling of several variables is required and in such 
cases the multivariate distributions are required. The 
multivariate families of distributions have not been 
investigated. Some common multivariate distributions 
include generalization of the power exponential family 
of distributions, by Gomez et al. (1998) and family of 
multivariate generalized t distributions by Arslan (2004). 
The main aim of this study is to propose a new family of 
distributions which generate a multivariate distribution 
from the given marginals. The proposed family will 
be named as the multivariate transmuted family of 
distributions. This new family will be suitable for any 
baseline distributions and will be useful in modelling 
joint and complex phenomena.

MATERIALS AND METHODS

The methodology in this paper is primarily based 
upon the transmuted distributions and the T–X family 
of distributions. The transmuted distributions are 
briefly discussed in the introduction. The T–X family 
of distributions has been proposed by Alzaatreh et al. 
(2013). The cdf of the proposed family is

( ) ( ) ( ) [ ]d { ( )} ,
W G x

T X a
F x r t t R W G x x

  
− = = ∈ℜ∫ ,  

   
  ..(1)

where ( )r t  is any probability distribution defined 
over [ ],a b , ( )W G x    is any differentiable function 
of ( )G x  such that ( )0W a→  and ( )1W b→ . The 
probability density function (pdf) corresponding to (1) is
 ( ) ( ){ } ( ){ } ,T X

df x W G x r W G x x
dx−
   = ∈ℜ   

.

 The T–X family of distributions can be used to 
propose a new distribution by using a suitable ( )r t .

 The transmuted family of distributions, proposed 
by Shaw and Buckley (2007), can be obtained from the 
T–X family of distributions by using a suitable ( )r t  
with support on [ ]0,1  in (1) and ( ) ( )W G x G x=   . 
Alizadeh et al. (2017) have shown that the transmuted 
family of distribution can be obtained by using 
( ) 1 2r t tλ λ= + −  in (1).

 In this paper, we focus on extending the transmuted 
family of distributions to the multivariate case. It is, 
therefore, suitable to present the bivariate T–X family 
of distributions and then extend it to propose a new 
multivariate transmuted family of distributions. The cdf 
of the bivariate T–X family of distributions is
 

( ) ( )( )( )2 2 1 1

1 2
2 1

, 1 2 1 2 1 2, ,
W G x W G x

X X a a
F x x r u u du du

      = ∫ ∫ , 
  
  ...(2)

with the usual properties of ( )1W G x   , and 
( )2W G x    and ( )1 2,r u u  is any bivariate distribution 

with suitable support for random variables 1U  and 2U .

The multivariate extension of (2) is immediately written 
as 
 

( ) ( )( )( ) 1 1

1
1 2 1, , ,p p

p

W G x W G x

p pa a
F r u u u du du

     = ∫ ∫x x    , 
  
  ...(3)

where ( )1 2, , , pX X X=x   is a p–vector of random 
variables and ( )1 2, , , pr u u u  is any p–variate density 

function with support over [ ]1 1, ,p pa b a b × ×   . 
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A simpler version of (3) is obtained when the random 
vector ( )1 2, , , pu u u=u 

 has support over [ ]0,1 p  and 
is given as
 

( ) ( )( )( ) 1
1 1

1 2 10 0
, , ,

p
p pG x G x

p pF r u u u du du
φ φ

= ∫ ∫x x   

, 
  
  ...(4)

where ( )1 2, , , 0pφ φ φ > .

RESULTS AND DISCUSSION

In this section, a new multivariate family of distributions 
has been proposed which provides the univariate 
transmuted family of distributions as marginals. The 
properties of the proposed families are studied. The new 
multivariate family of distributions is proposed in the 
following sub-section.

A new multivariate family of distributions

In this subsection, a new multivariate family of 
distributions has been proposed. This multivariate family 
has been proposed by using (4) with a suitable choice of 
( )1 2, , , pr u u u . The cdf of the multivariate transmuted 

family of distributions can be obtained by using
 ( ) ( ) ( )1 2 11 1

, , , 1 1 2 2p p
p i i p ii i

r u u u u p uλ λ += =
= + − + −∑ ∑ ,

and 1 2 1pφ φ φ= = = =  in (4) and is given as

 ( ) ( ) ( )( )( ) 1 1

1 11 10 0
1 1 2 2p pG x G x p p

i i p i pi i
F u p u du duλ λ += =

 = + − + −  ∑ ∑∫ ∫x x  

( ) ( ) ( )( )( ) 1 1

1 11 10 0
1 1 2 2p pG x G x p p

i i p i pi i
F u p u du duλ λ += =

 = + − + −  ∑ ∑∫ ∫x x   .

Solving the above multiple integral, the cdf of multivariate 
family of distributions is

  ( ) ( ){ } ( ){ }11 1
1 1 ( ) ;p p p

i i i p i ii i
F G x G xλ λ += =

 + + = − ∈ℜ∏ ∑x xx
 

 ( ) ( ){ } ( ){ }11 1
1 1 ( ) ;p p p

i i i p i ii i
F G x G xλ λ += =

 + + = − ∈ℜ∏ ∑x xx , ...(5)

 where ( )i iG x  is the marginal cdf of the ith random 
variable Xi, and ( )1 2 1, , , ,p pλ λ λ λ +

 are transmutation 
parameters such that ( ) [ ]1 1,1i pλ λ ++ ∈ −  for 

1,2, ,i p=   and 11
1 1p

i pi
pλ λ +=

− ≤ + ≤∑ . The 
proposed family will be named as the multivariate 
transmuted family of distributions and is a re-
parameterization of the Cambanis (1977) family. 

The density function corresponding to (5) is
 

( ) ( ){ } ( ) ( ){ }11 1
1 1 2 ;p p p

i i i p i ii i
f g x G xλ λ += =

 + + − ∈= ℜ ∏ ∑x xx

( ) ( ){ } ( ) ( ){ }11 1
1 1 2 ;p p p

i i i p i ii i
f g x G xλ λ += =

 + + − ∈= ℜ ∏ ∑x xx , ...(6)

where ( )i ig x  is density function corresponding to 
( )i iG x . It is to be noted that the transmuted family of 

distributions, proposed by Shaw and Buckley (2007), turns 
out to be a special case of (5) for p = 1 and 1 0pλ + = . The 
bivariate transmuted family of distributions, proposed by 
Darwish et al. (2021), appears as special case of (5) for 
p = 2.

 The proposed multivariate transmuted family 
of distributions can be used to obtain multivariate 
distributions from the univariate marginals. In the 
following section, we will give some properties of 
the new proposed multivariate transmuted family of 
distributions.

Properties of the multivariate transmuted family of 
distributions

This sub-section contains some important properties 
of the proposed multivariate family of distributions. 
These include the marginal distributions, conditional 
distributions, conditional moments and multivariate 
dependence measures. We will also give an estimation of 
the unknown model parameters.

The marginal distributions

In this subsection, we will obtain the univariate 
marginal distribution of a single variable, the bivariate 
marginal distributions of two random variables and the 
joint marginal distribution of a subset. The marginal 
distribution function of ith variable is obtained as

( ) ( ) ( ) ( ){ }11 1 ;
iX i i i i p i i iF x G x G x xλ λ + = + + − ∈ℜ  , 

      
  ...(7)

 which is a transmuted family of distribution with 
transmutation parameter 1i pλ λ ++ . The marginal 
density function of ith random variable is immediately 
written as
 

( ) ( ) ( ) ( ){ }11 1 2 ;
iX i i i i p i i if x g x G x xλ λ + = + + − ∈ℜ  ,

  ...(8)
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where ( )i ig x  is the density function of ith random variable.
The joint marginal distribution of two random variables 
( ),i mX X  is obtained by using ( ) 1j jG x = , for 

( )1,2, , ; ,j p j i m= ≠
 in (5) and is given as

( ) ( ) ( ) ( ) ( ){ } ( ) ( ){ }, 1 11 1, 1
i mX X i m i i m m i p i i m p m mF x G x G x G x Gx xλ λ λ λ+ + = + + − + + − 

( ) ( ) ( ) ( ) ( ){ } ( ) ( ){ }, 1 11 1, 1
i mX X i m i i m m i p i i m p m mF x G x G x G x Gx xλ λ λ λ+ + = + + − + + −  , ...(9)

for ( ) 2,i mx x ∈ with ( )i iG x  and ( )m mG x  being the 
cdf’s of ith and mth random variables. The joint cdf, given 
in (9) is same as given in Darwish et al. (2021). The joint 
bivariate density function of two random variables is 

  ( ) ( ) ( ) ( ) ( ){ } ( ) ( ){ }, 1 11 1 2 1 2,
i mX X i m i i m m i p i i m p m mf x g x g x G x G xx λ λ λ λ+ + = + + − + + − 

( ) ( ) ( ) ( ) ( ){ } ( ) ( ){ }, 1 11 1 2 1 2,
i mX X i m i i m m i p i i m p m mf x g x g x G x G xx λ λ λ λ+ + = + + − + + −   ...(10)

The joint marginal distribution of a subset of variables, 
say ( )1 1 2, , , tX X X=x  , is given as

 ( ) ( ){ } ( ) ( ){ }
1 1 111 1

1 1 2 ;t t
i

t
i i i p i ii

gf x G xλ λ += =
 + + − ∈ℜ = ∏ ∑x x x

( ) ( ){ } ( ) ( ){ }
1 1 111 1

1 1 2 ;t t
i

t
i i i p i ii

gf x G xλ λ += =
 + + − ∈ℜ = ∏ ∑x x x , ...(11)

which is also a multivariate transmuted family of 
distribution.

Conditional distributions

We can study several conditional distributions in case 
of a multivariate distribution and in the following we 
have obtained some conditional distributions for the 
multivariate transmuted family of distributions. The 
conditional density function of a single variable for given 
information of the other variables is defined as

( )( ) ( )( )
( )( )

,
|

i

i i
i i

f x
f x

f
=

x
x

x
,

where ( ) ( )1 1 1, , , , ,i i pi X X X X− +=x   . The conditional 
distribution of Xi given the information of all other 
variables for the multivariate transmuted distribution is

( )( ) ( )
( )( ) ( ) ( ){ } ( )

1
11

| 1 1 2 ; ;p pi i
i i p i i ii ii

i i

g x
f x G x xλ λ −

+=
 = + + − ∈ℜ ∈ℜ ∆

∑x x
x

( )( ) ( )
( )( ) ( ) ( ){ } ( )

1
11

| 1 1 2 ; ;p pi i
i i p i i ii ii

i i

g x
f x G x xλ λ −

+=
 = + + − ∈ℜ ∈ℜ ∆

∑x x
x

, ...(12)

where  ( )( ) ( ) ( ){ }11
1 1 2p

i j p j ji j i
G xλ λ +≠ =

 ∆ = + + − ∑x . 

The joint conditional distribution of two random variables 
Xi and Xm given the information of other variables is 
obtained by using

( )( ) ( )( )
( )( ),

,

,,
,x |

,x

m

i m
m

i

i m
i i m

f x
f x

f
=

x
x

x ,

where ( ) ( )1 1 1 1 1, , , , , , , , ,i i m m pi m X X X X X X− + − +=x    . 
The joint conditional distribution of two random variables 
for a multivariate transmuted family of distributions is
 

( )( ) ( ) ( )
( )( ) ( ) ( ){ }1, 1

, ,

, | 1 1 2pi i m m
i m i p i ii m i

i m i m

g x g x
f x x G xλ λ +=

 = + + − ∆
∑x

x

( )( ) ( ) ( )
( )( ) ( ) ( ){ }1, 1

, ,

, | 1 1 2pi i m m
i m i p i ii m i

i m i m

g x g x
f x x G xλ λ +=

 = + + − ∆
∑x

x
, ...(13)

where ( ) 2,i mx x ∈ℜ , ( )
2

,
p

i m
−∈ℜx  and 

( )( ) ( ) ( ){ }( ), 1, , 1
1 1 2p

i m j p j ji m j i m
G xλ λ +≠ =

 ∆ = + + −
 ∑x .

 Proceeding in a similar way, it is easy to show that 
the conditional density function of an one subset of 
variables, say x1, given the information of an other set 
of variables, say x2, in multivariate transmuted family of 
distribution is given as
 
 ( ) ( ) ( ) ( ) ( ){ }1 2 1 1 21 1

2

1| 1 1 2 ; ;t p t p t
i i i p i ii i

t

f g x G xλ λ −
+= =

 = + + − ∈ℜ ∈ℜ ∆ ∏ ∑x x x x
x

 ( ) ( ) ( ) ( ) ( ){ }1 2 1 1 21 1
2

1| 1 1 2 ; ;t p t p t
i i i p i ii i

t

f g x G xλ λ −
+= =

 = + + − ∈ℜ ∈ℜ ∆ ∏ ∑x x x x
x  ...(14)

where ( ) ( ) ( ){ }2 11
1 1 2p

t j p j jj t
G xλ λ += +

 ∆ = + + − ∑x .

 The conditional distributions can be studied for any 
baseline distributions and can be used to compute the 
conditional moments which are given in the following 
subsection.

Conditional moments

The single and product moments for univariate and 
bivariate transmuted family of distributions can be 
found on the lines given in Darwish et al. (2021). We 
can also obtain various conditional moments by using 
the multivariate transmuted family of distributions. The 
rth conditional moment of Xi given the information of 
other variables for multivariate transmuted family of 
distributions is obtained by using

( ) ( )( )| |
i i

r r
X i i iix f x dxµ

∞

−∞
= ∫x x ,
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which for the conditional distribution in (12) is 
 

( )

( )( ) ( ) ( ) ( ){ }| 11

1 1 1 2
i i

pr r
X i i i j p j i ij

i i

x g x G x dxµ λ λ
∞

+=−∞
 = + + − ∆

∑∫x
x

( )

( )( ) ( ) ( ) ( ){ }| 11

1 1 1 2
i i

pr r
X i i i j p j i ij

i i

x g x G x dxµ λ λ
∞

+=−∞
 = + + − ∆

∑∫x
x

,

and on simplification we have

 ( )

( )( ) ( ) ( ) ( ) ( )| 1 1 2:21

1 2
i i ii i

pr r r r
X x x j p j j i p xj i

i i

G xµ βµ µ λ λ λ λ µ+ +≠ =
 = − + − + ∆

∑x
x

( )

( )( ) ( ) ( ) ( ) ( )| 1 1 2:21

1 2
i i ii i

pr r r r
X x x j p j j i p xj i

i i

G xµ βµ µ λ λ λ λ µ+ +≠ =
 = − + − + ∆

∑x
x

, ...(15)

where 11
1 p

i pi
pβ λ λ +=

= + +∑ , 
i

r
xµ  is rth raw moment 

of Xi and ( )2:2i

r
xµ  is rth moment of larger observation in a 

sample of size 2 from ( )i iG x .

The joint conditional moment of Xi and Xm given the 
information of other variables is obtained by using
  

( ) ( )( ),

,
, | ,, |

i m i m

r s r s
X X i m i m i mi mx x f x x dx dxµ

∞ ∞
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where ( )( ), ,i m i m∆ x  and β  are defined above. The 
conditional mean vector and conditional covariance 
matrix can be obtained from (15) and (16).

Multivariate dependence measures

The dependence among random variables is an important 
measure to study the relationship between the variables. 
In this subsection, we will obtain three important 
dependence measures for the multivariate transmuted 
family of distributions. These dependence measures 
include Kendall’s multivariate coefficient of concordance, 
the multivariate local  dependence function, and the 
multivariate version of Spearman’s Rho. The results for 
the dependence measures are derived below.

 The multivariate Kendall’s Tau coefficient for joint 
continuous random variables, defined by Taylor (2016), 
is computed by using

( ) ( ) 11 1 1 1
2 1 2 1 ,

2 1 2 1 2 1 2 1

p p

p p Kp p p pF f dx dx Iτ
∞ ∞

− − − −−∞ −∞
= − = −

− − − −∫ ∫ x xx x 

( ) ( ) 11 1 1 1
2 1 2 1 ,

2 1 2 1 2 1 2 1

p p

p p Kp p p pF f dx dx Iτ
∞ ∞

− − − −−∞ −∞
= − = −

− − − −∫ ∫ x xx x 

 ...(17)
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Now, using (5) and (6) in above equation, we have

 ( ){ } ( ) ( ){ }

( ){ } ( ) ( ){ }
11 1

1 11 1

1 1

1 1 2 .

p p
K i i i p i ii i

p p
i i i p i i pi i

I G x G x

g x G x dx dx

λ λ

λ λ

∞ ∞

+= =−∞ −∞

+= =

 = + + − 
 × + + − 

∏ ∑∫ ∫
∏ ∑





( ){ } ( ) ( ){ }

( ){ } ( ) ( ){ }
11 1

1 11 1

1 1

1 1 2 .

p p
K i i i p i ii i

p p
i i i p i i pi i

I G x G x

g x G x dx dx

λ λ

λ λ

∞ ∞

+= =−∞ −∞

+= =

 = + + − 
 × + + − 

∏ ∑∫ ∫
∏ ∑
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Using the value of IK in (17) Kendall’s multivariate 
coefficient of association for a multivariate transmuted 
family of distributions is
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 It can be seen that, for p = 2, (18) reduces to 
the Kendall’s coefficient of association for bivariate 
transmuted family of distribution given by Darwish et al. 
(2021).

 Again, the Spearman Rho for a multivariate 
distribution is defined by Schmid and Schmidt (2007) as
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where  ( ) ( ) 11
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 Now using the joint density function of multivariate 
transmuted family of distributions, from (5), and marginal 
density function of a single random variable, from (8), in 
above equation we have
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Using this value in (19), we have
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 ...(20)

 It is easy to see that, for p = 2, (20) reduces to the 
Spearman’s coefficient of association for a bivariate 
transmuted family of distribution given by Darwish et al. 
(2021).
 
 A local dependence function for two absolutely 
continuous random variables has been defined by 
Holland and Wang (1987) as
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where ( )1 2, , , pf x x x  is the multivariate density 
function. The multivariate local dependence function for  
the multivariate transmuted family of distribution is
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We can see that Kendall’s coefficient of association 
and Spearman’s Rho remains the same irrespective 
of the baseline distribution but the multivariate local 
dependence function involves the density and distribution 
function of the baseline distribution.

Estimation of parameters

In the following, we will discuss the maximum likelihood 
estimation of the parameters of multivariate transmuted 
family of distributions assuming that all the parameters of 

( )i iG x  are known for 1,2, ,i p=  . First, suppose that 
1 2, , , nx x x  is a random sample of n vector observations 

from the multivariate transmuted density function, given 
in (6). The likelihood function is therefore
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The derivatives of log–likelihood function with respect 
to ; 1,2, , 1i i pλ = +  are
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 The maximum likelihood estimators of 
; 1,2, , 1i i pλ = +  can be obtained by equating the 

above derivatives to zero and numerically solving the 
resulting equations.
 
 The proposed multivariate transmuted family 
of distributions can be explored for any baseline 
distributions. In the following section, we will study 
the multivariate transmuted family of distributions 
for the baseline Weibull distribution and the resulting 
distribution is named as multivariate transmuted Weibull 
distribution.

The multivariate transmuted Weibull distribution

In this sub-section, we have proposed the multivariate 
transmuted Weibull (MTW) distribution by using the 

following density and distribution functions of the 
Weibull distribution
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in (5). The cdf of the proposed MTW distribution is
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also seen that the joint marginal distribution of a pair of 
random variables is a bivariate transmuted distribution, 
proposed by Darwish et al. (2021). Using these results 
we can readily say that the marginal distribution of 
any variable Xi in an MTW distribution is a transmuted 
Weibull distribution, proposed by Khan et al. (2017), 
with density
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The conditional distributions

The conditional distributions in the case of a multivariate 
transmuted family of distributions are discussed above. 
In the following, we will discuss the conditional 
distributions for the MTW distribution.

 The conditional distribution of any variable Xi given 
the information of other variables for a multivariate 
transmuted family of distributions is given in (12). 
Now, using the density and distribution functions of the 
Weibull distribution, the conditional density function of 
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 The conditional distribution of one subset of variables 
given the information of other subset of variables in the 
case of MTW distribution can be obtained by using the 
density and distribution functions of Weibull random 
variables in (14) and is given as
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In the following subsection we will discuss the marginal 
and conditional moments for the MTW distribution.

The marginal and conditional moments

The moments of a distribution are useful in studying the 
properties of the distribution. The marginal and joint 
marginal moments in case of the MTW distribution can 
be easily obtained by using the marginal distribution of a 
single random variable and the joint marginal distribution 
of two random variables. The joint moments in case 
of two random variables are discussed by Darwish et 
al. (2020). In the following, we will obtain the single 
and joint conditional moments for the parent MTW 
distribution.

 The rth conditional moment of a single random 
variable given the information of other random variables 
is given in (15). We can see that the conditional moment 
for a multivariate transmuted family of distributions is 
based upon the raw moments of the parent distribution 
and the raw moments of the larger observation in a 
sample of size 2 from the parent distribution ( )i iG x . 
Now to compute the conditional moment for the MTW 
distribution we first see that the rth raw moment and rth 
moment of the larger observation in a sample of size 2 
from the Weibull distribution, given in (23), are
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 Now, using these in (15), the rth conditional moment 
of Xi given the information of other random variables for 
MTW distribution is
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where
 

( )( ) ( ) ( ){ }1 11 1
1 and 1 2e 1

i
i i

p p x
i p i j pii j i

p
αθβ λ λ λ λ −

+ += ≠ =
 = + + ∆ = + + −  ∑ ∑x

 
( )( ) ( ) ( ){ }1 11 1

1 and 1 2e 1
i

i i
p p x

i p i j pii j i
p

αθβ λ λ λ λ −
+ += ≠ =

 = + + ∆ = + + −  ∑ ∑x .

 The joint conditional moment for two random 
variables given the information of other random variables 
for a multivariate transmuted family of distributions is 
given in (16). Now, the same for MTW distribution is 
given as
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where β  and ( )( ), ,i m i m∆ x  are defined above. The 
conditional moments are useful in computing conditional 
means, conditional variances and conditional covariances 
for MTW distribution.

Parameter estimation for multivariate transmuted 
Weibull distribution

In this sub-section, we will discuss the maximum 
likelihood estimation for parameters of the MTW 
distribution. For this suppose 1 2, , , nx x x  is a random 
sample of n vector observations from the MTW 
distribution. The likelihood function for the given sample 
is
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which has ( )3 1p +  unknown parameters. The log-
likelihood function is
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 The derivatives of the log-likelihood function with 
respect to unknown parameters are
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 The maximum likelihood estimators of unknown 
parameters are obtained by equating the above ( )3 1p +  
derivatives to zero and numerically solving the resulting 
( )3 1p +  equations in ( )3 1p +  unknowns.

Real data applications

In this sub-section, real data applications of the MTW 
distribution are given. The real data applications are 
done by using daily COVID–19 data of the World for 
three recent dates; November 20–22, 2020. The data can 
be accessed at www.worldometer.com. Since the data 
on daily COVID–19 cases represents counts, we have 
used the logarithmic transformation of the data to make 
it continuous. We have carried out the data analysis on 
overall data and data split with respect to the median of 
the log of daily cases. We have divided the transformed 
daily COVID–19 cases of the World into two groups; 
one below the median of the log of daily cases and one 
above. The summary statistics for the overall data and 
two groups are given in Table 1.

 The correlation coefficients between different 
variables for the whole data and the two subsets are given 
in Table 2.

 From Table 2 we can see that the variables have 
high pairwise correlation. Also all the correlations are 
significant at 1%. Infact the correlation coefficients 
are significant at 0.1%. These correlation coefficients 
indicate that the variables are jointly dependent upon 
each other and hence they should be modelled by using 
some trivariate distribution.

 We have modelled these three data sets by using three 
trivariate distributions. The distributions that we have 
fitted include the trivariate transmuted Weibull (TrTW) 
distribution, obtained by using p = 3 in (6), the FGM 
trivariate Weibull (FGMTW) distribution obtained by 
using the Weibull distribution in Gumble copula and 
a trivariate the Weibull distribution, the HS trivariate 
Weibull (HSTW) distribution, introduced by Hanif 
Shahbaz et al. (2012).

The density functions of FGMTW and HSTW distributions 
are, respectively
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where ( )1 2 3, , 0x x x >  and all the parameters are positive 
for both of the distributions, except λ1∈[-1,1].

Data Date n Min Mean Q1 Median Q3 Skew Max

Whole

20-11(X1) 144 0.000 6.021 4.100 6.276 7.963 -0.242 12.186

21-11(X2) 144 0.000 6.086 4.131 6.470 7.864 -0.168 12.090

22-11(X3) 144 0.000 5.918 3.965 6.163 7.643 -0.309 11.869

Below
Median

20-11(Y1) 72 0.000 3.907 2.901 4.057 5.443 -0.448 6.219

21-11(Y2) 72 0.000 4.077 3.032 4.119 5.421 -0.319 6.465

22-11(Y3) 72 0.000 3.883 2.785 3.940 5.324 -0.607 6.071

Above 
Median

20-11(Z1) 72 6.333 8.134 7.231 7.972 8.771 0.766 12.186

21-11(Z2) 72 6.475 8.096 7.158 7.869 8.781 0.894 12.090

22-11(Z3) 72 6.256 7.952 7.021 7.655 8.583 0.798 11.869

Table 1: Summary statistics of the data

Whole data Below median Above median

1 2X Xr
1 3X Xr

2 3X Xr
1 2Y Yr

1 3Y Yr
2 3Y Yr

1 2Z Zr
1 3Z Zr

2 3Z Zr

0.9845
p<0.01

0.9763
p<0.01

0.9834
p<0.01

0.7603
p<0.01

0.9173
p<0.01

0.7377
p<0.01

0.6995
p<0.01

0.9514
p<0.01

0.6605
p<0.01

Table 2: Correlation coefficient between various variables

Parameters Distributions

TrTW FGMTW HSTW

θ  7.1940 0.0001 6.0392

2θ  6.0676 4.12 x 10-7 7.1671

3θ  7.0621 0.0002 7.9643

1α  2.7534 0.4576 0.9725

2α  2.4721 0.4584 1.3277

3α  2.7776 0.4572 2.1416

1λ  0.3773 0.1171

2λ  -0.6227

3λ  0.3773

4λ  -0.0705

Log-likelihood -986.8249 -1814.5921 -1288.9752

AIC 1993.6498 3643.1842 2589.9504

BIC 2023.3479 3663.9729 2607.7693

Table 3: Fitted distributions for the whole COVID–19 data



782 JA Darwish et al.

December 2022 Journal of the National Science Foundation of Sri Lanka 50(4)

Parameters Distributions

TrTW FGMTW HSTW

1θ  4.6627 0.0006 12.1665

2θ  4.0476 1.53 x 10-7 20.5443

3θ 4.6437 0.0006 5.6202

1α  2.9923 0.4432 14.5263

2α  2.6842 0.4448 18.7934

3α  2.9506 0.4428 19.4948

1λ  0.3654 0.1144

2λ  –0.6344

3λ  0.3655

4λ  –0.1069

Log-likelihood –391.6393 –1651.8421 –790.0924

AIC 803.2786 3317.6842 1592.1848

BIC 826.0453 3333.6209 1605.8448

Table 4: Fitted distributions for the daily COVID–19 data below the 
median

Table 5: Fitted distributions for the daily COVID–19 data above the 
median

Parameters Distributions

TrTW FGMTW HSTW

1θ  8.4667 3.55 x 10-7 8.1952

2θ  9.1262 7.77 x 10-7 7.2235

3θ  8.2789 0.0002 9.2567

1α  6.1104 0.4633 12.2257

2α  7.3003 0.4632 10.5287

3α  6.0972 0.4627 11.6772

1λ  -0.3147 0.1176

2λ  0.6852

3λ  -0.3147

4λ  0.0464

Log-likelihood -359.3084 -1584.8859 -663.42

AIC 738.6168 3183.7718 1338.8400

BIC 761.3835 3199.7085 1352.5000

We have fitted these distributions on three data sets by 
computing the maximum likelihood estimates of the 
unknown parameters. The maximum likelihood estimates 
of unknown parameters are computed by using the R 
package “maxLik” introduced by Henningsen & Toomet  
(2011). The performance of the distributions are assessed 

by computing the Akaike’s information criterion (AIC) 
and the Bayesian information criterion (BIC). The results 
of these analyses are given in Tables 3–5. Table 3 contains 
results for the whole data, Table 4 has results for data 
below median cases and Table 5 contains results for data 
above median cases.

Figure 1: Observed and fitted marginal distributions for data below median (a) and above median (b)
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It can be easily seen that the AIC and BIC values of the 
proposed trivariate transmuted Weibull distributions 
for the whole data and two sub data sets are smallest 
indicating that the trivariate transmuted Weibull 
distribution is the best fit for logarithems of the daily 
COVID–19 cases.

 The plot of observed and fitted marginal distributions 
for data below median (Panel–a) and above median 
(Panel–b) are given in Figure 1, below. The plots 
of observed data and fitted marginal distributions 
also indicates that the trivariate transmuted Weibull 
distribution is the most suitable distribution for capturing 
behaviour of the data. Also, this distribution is the most 
appropriate for capturing tail behaviour.

CONCLUSION

In this paper, we have proposed a new multivariate 
transmuted family of distributions. Some properties of the 
proposed family have been studied. We have also obtained 
expressions for the maximum likelihood estimation of the 
parameters of the family of distributions. The proposed 
multivariate family provides the transmuted family of 
distributions, proposed by Shaw and Buckley (2007), 
and the bivariate transmuted family of distributions, 
proposed by Darwish et al. (2020), as special case. 
The proposed multivariate family has been studied for 
parent Weibull distribution giving rise to the multivariate 
transmuted Weibull (MTW) distribution. Some properties 
of the proposed MTW distribution alongside the 
maximum likelihood estimation of the parameters has 
been discussed. We have applied the MTW distribution 
on daily COVID–19 cases of the world. We have seen 
that the proposed MTW turned out to be the best fit for 
modeling of the data used. The multivariate transmuted 
family of distributions can be further explored for any 
baseline distributions.
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Abstract: Modified graphite has attracted considerable 
interest over recent years due to its surface functionality and 
better dispersibility with polymeric materials.  Incorporation 
of a small quantity of modified graphite filler into polymer 
can create novel composites with improved properties. In 
this study, polyethylene glycol (PEG) was grafted onto the 
graphite surface in the presence of maleic anhydride (MAH). 
The PEG-grafted graphite (PEG-g-Graphite) was characterized 
via Fourier Transform infrared spectroscopy (FTIR), X-ray 
diffraction spectroscopy (XRD), thermogravimetric analysis 
(TGA), and scanning electron microscopy (SEM), and the 
analysis proved that PEG was successfully grafted onto the 
graphite surface. Subsequently, natural rubber (NR) composites 
were prepared by varying the PEG-g-Graphite loading from 
0 phr (parts per hundred rubber) to 10 phr at 2 phr intervals. 
The 10 phr PEG-g-Graphite filled NR composite showed an 
increment in scorch time and cure time in comparison to the NR 
composite prepared without PEG-g-Graphite (control). Further, 
heat resistance of the PEG-g-Graphite/NR composites prepared 
with 8 and 10 phr loadings of PEG-g-Graphite was at a high 
level. Due to sheet resistance, values of the 10 phr loading 
of PEG-g-Graphite and the control composites were 2 × 105 
and 3.9 × 107 ohms/square, respectively. The NR composite 
prepared with 10 phr loading of PEG-g-Graphite could be 
suitable for high electrical conductive polymeric applications.

Keywords: Graphite, natural rubber composites, polyethylene 
glycol, polyethylene glycol-grafted graphite. 

INTRODUCTION

Graphite is a well-known filler material used in the rubber 
industry, and it is a naturally abundant, relatively low 
cost, and lightweight material when compared to other 
carbon allotropes (Mokhena et al., 2018). It is reported 
as the best conductive filler for its excellent conductive 
properties. Additionally, it has good mechanical properties 
and disperses well in a polymer matrix (Rus et al., 
2016). Polymer/graphite composites are widely used for 
different applications such as sensors, memory material, 
and energy storage, due to their excellent electrical 
and thermal conductivity (Zhao et al., 2015). Polymer/
graphite composites have been used in many applications 
including structural and aerospace materials, and sporting 
goods (Mokhena et al., 2018). A study conducted by 
Shih et al. (2010) revealed that graphite incorporated 
with polydimethylsiloxane (PDMS) shows the highest 
temperature sensitivity and higher thermal stability 
than the composites containing conventional carbon-
based fillers. Moreover, graphite has been incorporated 
to polyurethane, silicone rubber, and epoxy resins to 
prepare composite materials to be used in the preparation 
of electrodes for different industrial applications (Calixto 
et al., 2007). A composite prepared with polypropylene 
(PP) and graphite showed a significant improvement 
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of the surface tension with increasing graphite content, 
and the composite was applied to adhesives in fuel cell 
applications (Rzeczkowski et al., 2019).

Graphite consists of carbon atoms trigonally bound to 
each other by covalent bonds, forming hexagonal rings. 
Each carbon is sp2-hybridized with three of the four 
valence electrons used to form bonds to each of the three 
attached carbon atoms (Mokhena et al., 2018; Sampath 
et al., 2021). The fourth electron resonates freely within 
the graphene layer, and generates van der Waals forces 
acting between adjacent graphene layers (Mokhena 
et al., 2018). Several graphite modification methods have 
been carried out to improve its dispersion in different 
polymeric materials. In this study, graphite is modified 
by grafting polyethylene glycol (PEG) to enhance the 
performance of the final composite, and further it was 
noted that unmodified graphite disperses poorly in the 
polymer matrix. PEG is nontoxic, biocompatible, and 
heat resistant, and could be used as a dispersant and a 
toughening agent (Huang et al., 2019). The characteristic 
behaviour of PEG seems to be due to the crucial balance 
of the hydrophobic forces exerted by the ethylene units 
(–CH2–CH2–) with the hydrophilic interactions of the 
oxygen atoms present in the oxirane units and in the 
terminal groups (Zohuri, 2012). The thermal stability 
and processability of bamboo fibre (BF)/polylactic 
acid (PLA) composites have been developed with high 
molecular weight PEG (Long et al., 2019). Other than 
that, some polymer composites have been prepared 
by mixing different filler materials including metallic 
materials with graphite to generate different properties 
(Saraswati et al., 2020; Kitisavetjit et al., 2021). 

 Carbon nanotube (CNT) and graphite hybrid fillers 
have been used as reinforcing fillers in NR vulcanizates 
(Kitisavetjit et al., 2021) and the wettability of the CNT 
and graphite was assessed to elucidate filler dispersion 
in the NR matrix. NR composites prepared with 3 
phr of CNT and 30 phr graphite have shown superior 
properties in terms of cure characteristics, mechanical 
properties and conductivity (Kitisavetjit et al., 2021). In 
another study, metal-graphene-filled hybrid polyamide 
composites have been developed and, combination of the 
two different fillers increased the mechanical properties 
up to 120% compared to the metal reinforced composites 
(Rad et al., 2019). In addition, the functionality of 
graphene (GNP) has been increased by grafting NH2-
poly(methyl methacrylate) (PMMA), and 2 wt. % of 
NH2-PMMA-GNPs in PMMA were found to increase 
the elastic modulus, strength, and strain at break (Vallés 
et al., 2020). 

Titanate base coupling agents have been utilized for 
modification of the graphite surface (Meng, 2012) and 
polymer composites have been prepared using capric acid 
(CA), myristic acid (MA) and poly-methyl methacrylate 
(PMMA) by varying titanate coated graphite powder 
loadings from 2–15% (w/w). The results indicated that 
the graphite/CA-MA/PMMA composites maintained 
good thermal storage performance, while the thermal 
expansibility became weaker (Meng, 2012). Most of 
the previous studies stated that graphite and modified 
graphite have been utilized to enhance the thermal 
and electrical performance of polymeric materials. No 
studies have been conducted regarding modified graphite 
incorporated NR composites and their performance.  
The main goal of this study is to enhance the physico-
mechanical, thermal, electrical and rheological properties 
of NR composites using surface functionalized graphite 
obtained by grafting PEG on micro scale graphite powder.

MATERIALS AND METHODS

Materials

RSS-2 with a Plasticity Retention Index of 64 was 
supplied by the Rubber Research Institute of Sri Lanka. 
PEG with a number-average molecular weight of 
4000 g mol-1 was purchased from the local market. Maleic 
anhydride (MAH) was used as the grafting material and 
was obtained from Morex Lanka (Pvt.) Ltd., Sri Lanka. 
Graphite with a mean particle size of 14 micron was 
used as conductive filler and was obtained from Bogala 
Graphite Lanka Plc., Sri Lanka. N,N-dimethylformamide 
(DMF) and all rubber compounding ingredients were 
purchased from local suppliers.

Synthesis of PEG-g-graphite

Figure 1 shows the fabrication procedure of PEG-
g-Graphite. Graphite (5 g) was added to DMF (20 
mL) to form a stable graphite / DMF suspension via 
ultrasonication (20kHz / 500W) for 30 min. The 
graphite / DMF mixture was then heated with an excess 
of MAH (10 g) at 100 ºC for 24 h under dry nitrogen. 
After the reaction, 10 g of PEG was added based on a 
1:1 PEG: MAH ratio. The mixture was reacted at 80 
ºC for 48 h through continuous mechanical stirring and 
poured into a beaker containing 98% ethanol. Then, the 
product obtained was filtered and washed several times 
to remove free PEG and MAH at low pressure. The final 
product was dried at 50 ºC in a vacuum oven (Huang 
et al., 2019). 
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Preparation of PEG-g-Graphite/NR composites

A series of NR composites was formulated by varying 
the PEG-g-Graphite loading from 2 phr to 10 phr at 2 phr 
intervals. The NR composite prepared without PEG-g-
Graphite was considered as the control. The formulation 
of the composites is given in Table 1.  

The composites were prepared by melt mixing using a 
Brabender Plasticorder operated at room temperature, 
at a rotor speed of 60 rpm. The total mixing time was 
kept constant at 10 min. The mixing cycle used in the 
preparation of NR composites is given in Table 2. The 
composites were compressed in an electrically heated 
hydraulic press machine at 150 oC under a pressure of 
0.35 MPa to produce 2 mm thick sheets. Test specimens 
were cut from these sheets according to the required 
standards.

Characterization 

X-ray diffraction (XRD) analysis was conducted using 
an X-ray diffractometer (UltimaIV, Japan) to confirm 
the crystallographic nature of graphite and PEG-g-
Graphite materials. The PEG-g-Graphite and graphite 
materials were scanned in continuous mode by varying 
the scanning angle from 0.50 to 90.0 degrees at a 
scanning speed of 3 degrees per minute in 2θ (degrees). 
Further, chemical structures of graphite and PEG-g-
Graphite were characterized using a Nicolet 380 FTIR 
spectrometer. Spectra were recorded in the range of 400 
–3500 cm-1 operated at 4 cm-1 resolution. The surface 
morphology of graphite, PEG-g-Graphite and tensile 
fracture surfaces of PEG-g-Graphite/NR composites 
were examined by Scanning Electron microscopy (SEM) 
using a ZEISS EVO LS 15 Microscope. The specimens 
were sputter coated with a thin layer of gold to avoid 
electrostatic charging during examination. The thermal 
stability of the two materials was investigated through 
thermogravimetric analysis (TGA) (TGA 400, Perkin 
Elmer) at a heating rate of 10 ºC / min from room 
temperature to 600◦C in a nitrogen atmosphere. 

Cure characteristics 

Cure characteristics of PEG-g-Graphite/NR composites, 
such as minimum torque (ML), maximum torque (MH), 
scorch time (Ts2), optimum cure time (T90), cure rate 
index (CRI), and extent of cure or delta cure (MH-ML), 
were obtained by a Dynamic Rubber Process Analyzer 
(D-RPA 3000- MonTech, Germany) at 150 ºC.

Physico-mechanical properties

Tensile properties and tear strength of PEG-g-Graphite/
NR composites were determined using Instron tensile 
testing machine according to BS ISO 37:2017 and BS 
ISO 34-1:2015, respectively. Dumb-bell shaped tensile 
test specimens and angle shaped tear test specimens 
were used. The cross-head speed was maintained at 
500 mm/min. The hardness of the composites was 

Ingredient Function Phr

Natural rubber (RSS-2) Rubber 100

ZnO Inorganic activator 5.0

Stearic acid Organic co-activator 2.0

TMQ Antioxidant 1.0

PEG-g-Graphite Conductive filler  0,2,4,6,8,10

ZDC Accelerator 1.5

Sulphur Vulcanizing agent 2.0

Table 1: Formulation of the PEG-g-Graphite / NR composites

Total time, min Ingredient

0 Added NR 

1 Added Zinc oxide + Stearic acid + TMQ

2 Added PEG-g-Graphite

5 Added ZDC

6 Added Sulphur 

14 Dumped the compound

Table 2: Mixing cycle of the PEG-g-Graphite/NR 
composites

and poly-methyl methacrylate (PMMA) by varying titanate coated graphite powder loadings from 2–15% (w/w). 
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determined using Digi Test hardness tester according to 
BS ISO 48-4:2018. The resilience of the composites was 
measured by a Wallace Lupke pendulum in accordance 
with ISO 4662: 2017.

Ageing properties

Accelerated ageing of the composites was carried out 
at 70 ºC for 72 hours in an air circulating oven. Tensile 
properties were evaluated after ageing, and percentage 
retention of these properties was calculated according to 
equation 1.

Characterization  

X-ray diffraction (XRD) analysis was conducted using an X-ray diffractometer (UltimaIV, Japan) to confirm the 

crystallographic nature of graphite and PEG-g-Graphite materials. The PEG-g-Graphite and graphite materials were 

scanned in continuous mode by varying the scanning angle from 0.50 to 90.0 degrees at a scanning speed of 3 

degrees per minute in 2θ (degrees). Further, chemical structures of graphite and PEG-g-Graphite were characterized 

using a Nicolet 380 FTIR spectrometer. Spectra were recorded in the range of 400 –3500 cm-1 operated at 4 cm-1 

resolution. The surface morphology of graphite, PEG-g-Graphite and tensile fracture surfaces of PEG-g-

Graphite/NR composites were examined by Scanning Electron microscopy (SEM) using a ZEISS EVO LS 15 

Microscope. The specimens were sputter coated with a thin layer of gold to avoid electrostatic charging during 

examination. Further, the thermal stability of the two materials was investigated through thermogravimetric analysis 

(TGA) (TGA 400, Perkin Elmer) at a heating rate of 10 ◦C / min from room temperature to 600◦C in a nitrogen 

atmosphere.  

Cure characteristics  

Cure characteristics of PEG-g-Graphite/NR composites, such as minimum torque (ML), maximum torque (MH), 

scorch time (Ts2), optimum cure time (T90), cure rate index (CRI), and extent of cure or delta cure (MH-ML), were 

obtained by a Dynamic Rubber Process Analyzer (D-RPA 3000- MonTech, Germany) at 150 ºC. 

Physico-mechanical properties 

Tensile properties and tear strength of PEG-g-Graphite/NR composites were determined using Instron tensile testing 

machine according to BS ISO 37:2017 and BS ISO 34-1:2015, respectively. Dumb-bell shaped tensile test 

specimens and angle shaped tear test specimens were used. The cross-head speed was maintained at 500 mm/min. 

The hardness of the composites was determined using Digi Test hardness tester according to BS ISO 48-4:2018. 

The resilience of the composites was measured by a Wallace Lupke pendulum in accordance with ISO 4662: 2017. 

Ageing properties 

Accelerated ageing of the composites was carried out at 70 °C for 72 hours in an air circulating oven. Tensile 

properties were evaluated after ageing, and percentage retention of these properties was calculated according to 

equation 1. 
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 × 100  …1 
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Sheet resistance

Sheet resistance of PEG-g-Graphite/NR composites was 
assessed using a four-probe electrical conductivity meter 
(Jandel RM 3000). The specimens were cut into 10 mm × 
10 mm square-shaped pieces of 1 mm thickness. 

RESULTS AND DISCUSSION

Characterization of graphite and PEG-g-Graphite

Figure 2 shows the comparison of FTIR spectra between 
graphite and PEG-g-Graphite. After the MAH and PEG 
reaction, a wide broad peak has appeared at 3340 cm-1 

corresponding to the stretching vibration of O-H groups 
(Rawn & Ouellette, 2018). Further, asymmetrical and 
symmetrical stretching vibrations of C-H bonds are 
assigned at 2935 and 2915 cm-1; these belong to the PEG 
molecular chain (Huang et al., 2019). In addition, the 

narrow peak at 1028 cm-1 is attributed to the stretching 
vibration of C-O-C bond in the ester groups of PEG-g-
Graphite owing to the reaction of the hydroxyl group 
with MAH (Xu et al., 2015). Hence, FTIR results 
suggest that PEG molecules are chemically grafted to 
the graphite through the esterification reaction with the 
MAH coupling agent.   

 XRD patterns of graphite and PEG-g-Graphite 
are shown in Figure 3. Graphite powder shows a 
characteristic peak at 2θ = 26.6o (Volanti et al., 2015). 
When PEG is grafted to graphite, the graphitic peak 
shifts to 2θ = 26.73o. In addition, two extra narrow 
peaks have appeared at 2θ = 23.65o and 2θ = 31.36º due 
to grafting PEG via the MAH (Barron et al., 2003). In 
addition, graphite shows two other very low peaks at 
2θ = 44.65o and 2θ = 54.67o. However, these peaks are 
shifted to 2θ = 44.08o and 2θ = 54.54o, respectively due 
to incorporation of PEG. 
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is assigned to the degradation of the moiety deriving 
from the grafted MAH molecules (Samadaei et al., 
2016). The major weight loss of grafted sample occurs 
at the temperature range approximately between  
205–400 oC, which originates from the grafted PEG 
chain (Kou et al., 2019). 

Cure characteristics of PEG-g-Graphite/ NR composites

Minimum torque (ML) is an indication of stock viscosity 
and processability of rubber composites (Ismail et al., 
2002). Maximum torque (MH) is an indication of the state 
of cure, whereas delta cure (MH-ML) is an indication 
of cross-link density of rubber composites (Surya et al., 
2018). Table 3 shows that addition of 2 phr of PEG-g-
Graphite has increased ML and MH of the composite in 
comparison to the control. Accordingly, delta cure has also 
increased with the addition of 2 phr of PEG-g-Graphite. 
All the composites prepared with PEG-g-Graphite show 
higher ML and MH than the control. Furthermore, when 
the PEG-g-Graphite loading is increased beyond 4 phr, 
ML of PEG-g-Graphite/NR composites has decreased, 
due to the effect of increased wettability and low density 
of graphite-based materials (Kitisavetjit et al., 2021). The 
addition of 2 phr PEG-g-Graphite has increased MH and 
(MH-ML) torque of the PEG-g-Graphite/NR composite 
in comparison to the control, while the literature indicates 
an improvement of reinforcing efficiency, crosslink 
density and better filler dispersion on NR matrix (Surya 
et al., 2018; Kitisavetjit et al., 2021). 

 In addition, the increase in the PEG-g-Graphite 
loading has increased scorch time and cure time of NR 
composites (Table 3). Scorch time, which indicates 
processing safety, ranges from 0.61 min to 0.83 min in 
the composites. The control composite has shown the 

The surface morphologies of the graphite and PEG-g-
Graphite were studied using SEM as shown in Figure 4. 
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(Esmaeili et al., 2020) in which graphene layers are 
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not shown good adhesion among the graphite particles. 
However, in PEG-g-Graphite [Figure 4(b)], the 
dispersibility and homogeneity of the graphite surface 
have been improved. Furthermore, the free volume of the 
PEG-g-Graphite is less than that of the graphite due to 
improved surface adhesion among the graphite particles 
via the PEG.  
 
 The PEG-g-Graphite sample was assessed via TGA 
(Figure 5) for confirmation of success of grafting. Based 
on the results, graphite exhibited no significant weight 
loss up to 600 ◦C. However, two weight loss stages 
are observed in PEG-g-Graphite after its modification. 
The primary mass loss of the grafted samples is 
indicated in the temperature range 120 – 205 ◦C, which 
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 Figure 4: SEM images of surface of (a) graphite and (b) PEG-g-graphite
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The PEG-g-Graphite sample was assessed via TGA (Figure 5) for confirmation of success of grafting. Based on the 

results, graphite exhibited no significant weight loss up to 600 ◦C. However, two weight loss stages are observed in 

PEG-g-Graphite after its modification. The primary mass loss of the grafted samples is indicated in the temperature 

range 120 – 205 ◦C, which is assigned to the degradation of grafted MAH molecules (Samadaei et al., 2016). The 

major weight loss of grafted sample occurs at the temperature range approximately between  

205–400 ◦C, which originates from the grafted PEG chain (Kou et al., 2019).  

 

 

 

 

 

 

 

 

 

 

 

Figure 5. TGA curves of graphite and PEG-g-graphite 
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cross-link density of rubber composites (Surya et al., 2018). Table 3 shows that addition of 2 phr of PEG-g-Graphite 

has increased ML and MH of the composite in comparison to the control. Accordingly, delta cure has also increased 

with the addition of 2 phr of PEG-g-Graphite. All the composites prepared with PEG-g-Graphite show higher ML 

and MH than the control. Furthermore, when the PEG-g-Graphite loading is increased beyond 4 phr, ML of PEG-

g-Graphite/NR composites has decreased, due to the effect of increased wettability and low density of graphite-

based materials (Kitisavetjit et al., 2021). The addition of 2 phr PEG-g-Graphite has increased MH and (MH-ML) 
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lowest scorch time and cure time due to poor viscosity 
of the material (Ismail et al., 2002). Further, it is reported 
in literature that the cross-link density and thermal 
conductivity of graphite filled rubber compounds increase 
with the increase of graphite percentage (Somaweera 
et al., 2021). However, composites prepared with PEG-
g-Graphite have shown a low cure time at 150 ºC since 

graphite has a higher possibility to form agglomerates 
in the NR matrix at a low loading level (Sumita et al., 
1991). Additionally, Matthew et al. (2019) found that 
PEG could act as an activator in NR composites. This 
could be another reason for the low values of scorch 
and cure times shown by all PEG-g-Graphite filled NR 
composites. 

Property PEG-g-graphite loading

0 Phr 2 Phr 4 Phr 6 Phr 8 Phr 10 Phr

Minimum torque, ML (dNm) 0.39 0.66 0.66 0.56 0.43 0.61

Maximum torque, MH (dNm) 6.79 7.92 7.51 6.84 6.80 7.02

Scorch time, Ts2 (Min) 0.61 0.71 0.74 0.81 0.83 0.81

Cure time, T90 (Min) 1.55 1.63 1.61 1.66 1.67 1.77

Cure rate index, CRI (Min-1) 106.3 108.6 114.9 117.6 119.0 104.2

Delta cure ((MH-ML) torque) (dNm) 6.60 7.26 6.85 6.28 6.35 6.41

Table 3: Cure characteristics of PEG-g-Graphite/NR composites

The increase in cure time with the increase of filler 
loading, a known effect in rubber vulcanization due to 
restriction of cross-link formation, has been reported in 
the literature (Shanmugharaj et al., 2019). The composite 
prepared with 10 phr loading of PEG-g-Graphite showed 
about a 14% increase in cure time compared to the 
control. CRI indicates the rate of crosslink formation 
of a sample. An 8.5–12% increase in CRI has been 
observed for the composites prepared with 4-8 phr PEG-
g-Graphite in comparison to the control, probably due 
to enhancement of filler-rubber interaction as reported in 
the literature (Sumita et al., 1991). However, 10 phr of 
PEG-g-Graphite filled composite exhibits a lower CRI 
than the control. This can be a result of the high increase 
in cure time shown by the 10 phr PEG-g-Graphite 
composite compared to the control (Hassan et al., 2012).

 Moreover, cure characteristics depend upon filler 
properties such as the nature of the filler, surface 
area, surface reactivity, aspect ratio, and particle size 
(Shanmugharaj et al., 2019). As stated earlier, graphite 
particles are chemically inert and do not react with the 
rubber matrix, and hence, air voids could be formed 
around the graphite particles (Shanmugharaj et al., 
2019). This could be a reason for cure characteristics not 
showing a large variation with the increase of PEG-g-
Graphite loading.

Physico-mechanical properties of PEG-g-Graphite/ NR 
composites

Stress-strain curves provide an extremely important 
graphical measure of mechanical properties of a material 
such as modulus, tensile strength and elongation at 
break. These parameters are highly important to explain 
the elastic behaviour of a material. Figure 6 shows the 
stress-strain behaviour of NR composites with and 
without PEG-g-Graphite. The composite prepared with 
10 phr loading of PEG-g-Graphite shows higher stress-
strain properties compared to the other PEG-g-Graphite 
filled composites and the control. Generally, toughness of 
rubber composites increases with filler loading (Bokobza, 
2017). Hence, 10 phr PEG-g-Graphite loaded composite 
shows the highest toughness, which is indicated by the 
highest area under the stress-strain curve. In addition, 
the area under this curve represents the elastic potential 
energy of a polymeric material (Sampath et al., 2019a; 
2019b). Hence, the composite prepared with 10 phr 
loading of PEG-g-Graphite shows a higher elastic 
potential energy per unit volume (4873.5 × 106 Jm-3) than 
the other composites.                            

 The variation of hardness of NR composites with 
PEG-g-Graphite loading is shown in Figure 7. The 
hardness of all six composites is observed in the range 
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40–45 IRHD. The hardness of all the composites prepared 
with PEG-g-Graphite is higher than that of the control. 
The hardness of a polymeric material is a measure of its 
stiffness (Edirisinghe & Freakley, 2003). The composite 

prepared with 10 phr loading of PEG-g-Graphite shows 
the highest hardness and this can be attributed to the 
highest toughness indicated earlier by the area under the 
stress-strain curve.

Physico-mechanical properties of PEG-g-Graphite / NR composites 

Stress-strain curves provide an extremely important graphical measure of mechanical properties of a material such 

as modulus, tensile strength and elongation at break. These parameters are highly important to explain the elastic 

behaviour of a material. Figure 6 shows the stress-strain behaviour of NR composites with and without PEG-g-

Graphite. The composite prepared with 10 phr loading of PEG-g-Graphite shows higher stress-strain properties 

compared to the other PEG-g-Graphite filled composites and the control. Generally, toughness of rubber composites 

increases with filler loading (Bokobza, 2017). Hence, 10 phr PEG-g-Graphite loaded composite shows the highest 

toughness, which is indicated by the highest area under the stress-strain curve. In addition, the area under this curve 

represents the elastic potential energy of a polymeric material (Sampath et al., 2019a; 2019b). Hence, the composite 

prepared with 10 phr loading of PEG-g-Graphite shows a higher elastic potential energy per unit volume (4873.5 × 

106 Jm-3) than the other composites.  

 

                             
Figure 6. Stress-strain properties of PEG-g-Graphite/NR composites 
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hardness and this can be attributed to the highest toughness indicated earlier by the area under the stress-strain 

curve. 

0

5

10

15

20

25

30

35

0 100 200 300 400 500 600 700

St
re

ss
 (M

Pa
)

Strain (%)

0 Phr

2 Phr

4 Phr

6 Phr

8 Phr

10 Phr

Figure 6: Stress-strain properties of PEG-g-Graphite/NR composites 

Tensile strength and modulus at 300% elongation of the 
NR composites vary according to a cyclic pattern with the 
increase of PEG-g-Graphite loading, as shown in Figures 
8 and 9, respectively. This behaviour can be attributed to 
the combined effect of the plasticizing action of graphite 
(Imiela et al., 2019) and the agglomeration of graphite-

based materials at low loading levels (Kitisavetjit et al., 
2021). The composite prepared with 2 phr loading of 
PEG-g-Graphite shows the highest modulus at 300% 
elongation, and this can be attributed to the highest 
crosslink density, as indicated by the (MH-ML) torque 
values (Table 3).  
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Figure 7: Hardness of PEG-g-Graphite / NR composites

Tensile strength and modulus at 300% elongation of the NR composites vary according to a cyclic pattern with the 

increase of PEG-g-Graphite loading, as shown in Figures 8 and 9, respectively. This behaviour can be attributed to 

the combined effect of the plasticizing action of graphite (Imiela et al., 2019) and the agglomeration of graphite-

based materials at low loading levels (Kitisavetjit et al., 2021). The composite prepared with 2 phr loading of PEG-

g-Graphite shows the highest modulus at 300% elongation, and this can be attributed to the highest crosslink density, 

as indicated by the (MH-ML) torque values (Table 3).   

All the composites exhibit similar tangents at 100% elongation (Figure 6) and hence modulus at 100% elongation 

of NR composites has not shown a significant variation with the increase of PEG-g-Graphite loading (Figure 9).  
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Tensile strength and modulus at 300% elongation of the NR composites vary according to a cyclic pattern with the 

increase of PEG-g-Graphite loading, as shown in Figures 8 and 9, respectively. This behaviour can be attributed to 

the combined effect of the plasticizing action of graphite (Imiela et al., 2019) and the agglomeration of graphite-

based materials at low loading levels (Kitisavetjit et al., 2021). The composite prepared with 2 phr loading of PEG-

g-Graphite shows the highest modulus at 300% elongation, and this can be attributed to the highest crosslink density, 

as indicated by the (MH-ML) torque values (Table 3).   

All the composites exhibit similar tangents at 100% elongation (Figure 6) and hence modulus at 100% elongation 

of NR composites has not shown a significant variation with the increase of PEG-g-Graphite loading (Figure 9).  
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          Figure 9. Modulus at 100% and 300% elongations of PEG-g-Graphite/NR composites 

Elongation at break of the composites has also varied in a cyclic pattern with the increase of PEG-g-Graphite loading 

(Figure 10); however an increasing trend is observed. Elongation at break of PEG-g-Graphite based composites is 

higher than that of the control due to the presence of long–chain organic PEG molecules, which encourage 

compatibility with the NR matrix leading to improved dispersion (Maiti et al., 2017). In addition, PEG is a strong 

bio-compatible polymeric material (Huang et al., 2019) and hence forms chemical linkages between the NR phase 

and graphite surface effectively. The higher elongation at break shown by the NR composite prepared with 10 phr 

loading of PEG-g-Graphite compared to other NR composites indicates better adhesion between NR and PEG-g-

Graphite material in the former composite. Huang et al. (2019) reported a similar observation in regard to elongation 

at break of PEG-g-Graphene filled poly (lactic acid) nanocomposites.  
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All the composites exhibit similar tangents at 100% 
elongation (Figure 6) and hence modulus at 100% 
elongation of NR composites has not shown a significant 
variation with the increase of PEG-g-Graphite loading 
(Figure 9). 

 Elongation at break of the composites has also varied 
in a cyclic pattern with the increase of PEG-g-Graphite 
loading (Figure 10); however an increasing trend is 
observed. Elongation at break of PEG-g-Graphite based 
composites is higher than that of the control due to the 
presence of long–chain organic PEG molecules, which 
encourage compatibility with the NR matrix leading to 
improved dispersion (Maiti et al., 2017). In addition, PEG 
is a strong bio-compatible polymeric material (Huang 
et al., 2019) and hence forms chemical linkages between 
the NR phase and graphite surface effectively. The higher 
elongation at break shown by the NR composite prepared 

with 10 phr loading of PEG-g-Graphite compared to other 
NR composites indicates better adhesion between NR 
and PEG-g-Graphite material in the former composite. 
Huang et al. (2019) reported a similar observation in 
regard to elongation at break of PEG-g-Graphene filled 
poly (lactic acid) nanocomposites. 

 The resistance to initiate and propagate a crack is 
measured by tear strength. Similar to tensile strength, 
tear strength also varies according to a cyclic pattern 
with the increase of PEG-g-Graphite loading (Figure 11). 
Variation in tear strength could be considerably affected 
by the change from crystallinity in the morphology of the 
interface. The tear strength of most of the NR composites 
prepared with PEG-g-Graphite is higher than that of the 
control and may be due to existence of a strong interface 
between the NR matrix and PEG-g-Graphite due to 
improved adhesion between the two materials. 

The resistance to initiate and propagate a crack is measured by tear strength. Similar to tensile strength, tear strength 

also varies according to a cyclic pattern with the increase of PEG-g-Graphite loading (Figure 11). Variation in tear 

strength could be considerably affected by the change from crystallinity in the morphology of the interface. The 

tear strength of most of the NR composites prepared with PEG-g-Graphite is higher than that of the control and 

may be due to existence of a strong interface between the NR matrix and PEG-g-Graphite due to improved adhesion 

between the two materials.  

 

 

 

 

 

 

 

                  Figure 11. Tear strength of PEG-g-Graphite/NR composites 

The resilience of a polymeric material emphasizes the flexibility and elastic behaviour of a material. The control 

composite has indicated the highest resilience due to the absence of PEG-g-Graphite as the filler material (Figure 

12). However, there is no marked difference in resilience between the PEG-g-Graphite composites and the control. 

Generally, resilience decreases with the increase in hardness and hence the resilience results are in agreement with 

the hardness results. Further, it can be stated that higher PEG-g-Graphite loadings in NR composites lead to an 

increase in the ability to transform mechanical energy into heat, thus decreasing the rebound resilience. 
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The resistance to initiate and propagate a crack is measured by tear strength. Similar to tensile strength, tear strength 

also varies according to a cyclic pattern with the increase of PEG-g-Graphite loading (Figure 11). Variation in tear 

strength could be considerably affected by the change from crystallinity in the morphology of the interface. The 

tear strength of most of the NR composites prepared with PEG-g-Graphite is higher than that of the control and 

may be due to existence of a strong interface between the NR matrix and PEG-g-Graphite due to improved adhesion 

between the two materials.  

 

 

 

 

 

 

 

                  Figure 11. Tear strength of PEG-g-Graphite/NR composites 

The resilience of a polymeric material emphasizes the flexibility and elastic behaviour of a material. The control 

composite has indicated the highest resilience due to the absence of PEG-g-Graphite as the filler material (Figure 

12). However, there is no marked difference in resilience between the PEG-g-Graphite composites and the control. 

Generally, resilience decreases with the increase in hardness and hence the resilience results are in agreement with 

the hardness results. Further, it can be stated that higher PEG-g-Graphite loadings in NR composites lead to an 

increase in the ability to transform mechanical energy into heat, thus decreasing the rebound resilience. 

 

 

 

 

                                  

 

                                       

Figure 12. Resilience of PEG-g-Graphite / NR composites 

72

73

74

75

76

77

0 2 4 6 8 10

Re
si

lie
nc

e 
(%

)

PEG-g-graphite loading

35

36

37

38

39

40

41

42

0 2 4 6 8 10

Te
ar

 st
re

ng
th

 (N
/m

m
)

PEG-g-graphite loading

Figure 12: Resilience of PEG-g-Graphite / NR composites

(phr)



794 WDM Sampath et al.

December 2022 Journal of the National Science Foundation of Sri Lanka 50(4)

The resilience of a polymeric material emphasizes the 
flexibility and elastic behaviour of a material. The control 
composite has indicated the highest resilience due to 
the absence of PEG-g-Graphite as the filler material 
(Figure 12). However, there is no marked difference in 
resilience between the PEG-g-Graphite composites and 
the control. Generally, resilience decreases with the 
increase in hardness and hence the resilience results are 
in agreement with the hardness results. Further, it can 
be stated that higher PEG-g-Graphite loadings in NR 
composites lead to an increase in the ability to transform 
mechanical energy into heat, thus decreasing the rebound 
resilience.
                                   
Tensile properties of PEG-g-Graphite / NR composites 
after ageing

Table 4 shows the tensile properties, after ageing of the 
control, and the other NR composites prepared with 
different PEG-g-Graphite loadings. The composites 
prepared with PEG-g-Graphite loadings of 8 phr 
and 10 phr have shown higher retention of tensile 
properties, and hence exhibit higher resistance to thermal 

Property PEG-g-Graphite loading (phr)

0 2 4 6 8 10

Retention of tensile strength (%) 12.18 14.51 16.77 58.39 91.54 83.92

Retention of elongation at break (%) 57.37 52.21 55.47 76.54 87.71 86.97

Table 4: Retention of tensile properties of PEG-g-Graphite / NR composites after ageing

Property PEG-g-Graphite loading (phr)

0 2 4 6 8 10

Sheet resistance (×105) 3879.58 2.10 2.08 2.03 2.00 2.00

(ohms/square)

Table 5: Sheet resistance of PEG-g-Graphite/NR composites

degradation. The control and NR composites prepared 
with PEG-g-Graphite loadings of 2 phr and 4 phr 
indicate poor resistance to thermal degradation. In other 
words, during ageing, low loadings of PEG-g-Graphite 
are not sufficient to retain the strong interactions formed 
with the NR matrix. In addition, PEG is a polymeric 
material with a low melting point and hence, low 
loadings of PEG-g-Graphite would not be sufficient 
to provide better adhesion between PEG and NR. A 
conventional sulphur vulcanizing system was used in 
this study. Matthews et al. (2019) reported that initial 
polysulphide crosslinks formed from the conventional 
sulphur vulcanizing system react further to form weak 
mono-, di-, and cyclic sulphide bonds during 
vulcanization via the dissociation, recombination, and 
rearrangement of the sulphur linkages. Therefore, the 
initial polysulphidic crosslinks formed are thermally 
unstable and hence undergo homolytic scission of 
the sulphur bonds and thermal decomposition and 
desulphuration, leading to weaker bonds. Deterioration 
of tensile properties of the NR composites observed with 
ageing at low loadings of PEG-g-Graphite is a result of 
the above-mentioned phenomena. 

Sheet resistance of PEG-g-Graphite / NR composites

Sheet resistance of PEG-g-Graphite filled 
NR composites varies from 3.88 × 108 to  
2 × 105 ohms/ square as shown in Table 5. The sheet 
resistance of a material is directly proportional to its 
resistivity. The composites prepared with PEG-g-

Graphite have shown lower sheet resistance than the 
control. Hence, PEG-g-Graphite composites exhibit 
better electrical conductivity. Further, the electrical 
conductivity of polymeric materials depends on many 
factors such as particle shape of filler, polymer–filler 
interaction, nature of particle–particle boundary and 
influence of preparation conditions on the volume 
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Figure 13: SEM images of tensile fracture surfaces of composites prepared with different PEG-g-
Graphite loadings: (a) 0 phr (b) 2 phr (c) 4 phr (d) 6 phr (e) 8 phr and (f) 10 phr

   

 

 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Figure 13. SEM images of tensile fracture surfaces of composites prepared with different PEG-g-Graphite loadings: 
(a) 0 phr (b) 2 phr (c) 4 phr (d) 6 phr (e) 8 phr and (f) 10 phr 
 
 
 
 
 

distribution of conductive particles (Wu & McLachlan, 
1997; Gonon & Boudefel, 2006). Hence, it is evident 
that PEG forms a strong interaction between NR and 
graphite. In addition, sheet resistance of PEG-g-Graphite 
composites has not shown a significant variation as 
it varies from 2 × 105 only to 2.1 ×105 ohms/square. It 
is to be noted that the sheet resistance of 10 phr PEG-
g-Graphite loaded NR composite has decreased by 
99.9% from that of control. The interaction between 
PEG-g-Graphite and NR has produced a unique material 

with enhanced electrical properties. Moreover, with 
the increase in PEG-g-Graphite loading, electrical 
conductive networks gradually form and penetrate into 
the insulating NR matrix. The literature reports that 
MAH and PEG molecular chains occupy a certain space, 
allowing graphite to overcome its attraction and disperse 
well (Huang et al., 2019). Hence, electrical conductivity 
has slightly increased with the increase of PEG-g-
Graphite loading.
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Morphology of PEG-g-Graphite / NR composites

The micrographs of the composites obtained via SEM 
are shown in Figure 13. As observed from Figure 13a, the 
fracture surface of the control (without PEG-g-Graphite) 
is smooth and planar. Further, it could be designated as a 
brittle fracture surface as it exhibits a low elongation at 
break according to Figure 10. On the other hand, the NR 
composites prepared with PEG-g-Graphite indicate an 
elastic nature, and also, this indication has been confirmed 
by the results of elongation at break of the composites. 
Furthermore, the NR composites prepared with 2, 4, and 
6 phr loadings of PEG-g-Graphite have shown a weak 
interface of fracture surface and hence indicate poor 
surface adhesion [Figure 13(b-d)]. However, composites 
prepared with 8 and 10 phr loadings of PEG-g-Graphite 
show better surface adhesion [Figure 13(e-f)] as it 
homogenously disperses in the NR matrix and this has 
led to an improvement in properties.

CONCLUSIONS

PEG-g-Graphite was synthesized successfully using 
MAH as coupling agent. Transformation of graphite 
to PEG-g-Graphite was confirmed by FTIR, XRD, 
and TGA techniques and SEM analysis. Scorch and 
cure times increased with the increase of PEG-g-
Graphite loading. The 10 phr PEG-g-Graphite filled NR 
composite showed an increase in scorch time and cure 
time by 33% and 14%, respectively, in comparison to 
the NR composite prepared without PEG-g-Graphite 
(control). Also, the former composite (with10 phr PEG-
g-Graphite) showed an enhancement in elongation at 
break and hardness compared to the latter composite 
(control). Ageing resistance of the PEG-g-Graphite/
NR composites prepared with 8 and 10 phr loadings of 
PEG-g-Graphite was at a high level. Further, most of 
the physico-mechanical properties of PEG-g-Graphite/ 
NR composites are at a level acceptable for super elastic 
rubber-based applications. The PEG-g-Graphite filled 
NR composites showed a remarkable improvement in 
electrical conductivity when compared to the control. 
The NR composite prepared with 10 phr loading of 
PEG-g-Graphite could be suitable for high electrical 
conductive polymeric applications.
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Abstract: Solar photovoltaic systems are used in rooftops of 
buildings, especially to supply excess electricity to the grid. 
Analysis of the data from a site in Sri Lanka shows that, while 
the variation of the energy supplied during a given month is 
somewhat constant, large variations may occur from day to day, 
even within a given week. Further, dependent on the month, 
fluctuations from instant to instant could follow a typical sunny 
day sinusoid or on the other extreme fluctuate heavily. Since 
good statistics are not routinely available, many studies on solar 
electricity dispatch do not take these variations into account. 
Thus, supply authorities have to plan generation schedules 
without a knowledge of the likelihood of such variations. 
This paper analyses the power output of a 4.16 kWp domestic 
solar rooftop system, to allow the findings of fluctuations of 
solar energy output patterns to be used in system studies. The 
study shows that for a fixed rooftop installation, the maximum 
daily solar energy production can decrease to around 83% in 
months where the solar panel direction is adversely affected by 
the declination angle. It also shows that 80% of the maximum 
daily energy available in a given month can be assured 50% of 
the time in the worst-case scenario, while a day can produce 
just 3% of the maximum energy. It is also found that in the 
best month, near capacity production can be assured 90% of 
the time, where the sky is clear and the panel is ideally oriented.

Keywords: Fluctuation statistics, photovoltaic systems, 
rooftop solar, solar intermittency, solar power generation.

INTRODUCTION

With the world moving towards environmentally friendly 
sources of energy, harnessing rooftop solar electricity has 
become prudent (Atluri et al., 2018; www.adb.org, 2021). 
Thus, many rooftop solar photovoltaic (PV) installations 
are coming up in both industrial and domestic sites. 
However, there is little information available to the solar 
electricity producers on the probable solar electricity 
that can be extracted. They are thus at the mercy of the 
solar system vendors who paint a glorified picture. A site 
(latitude 6.83o N) in Mount Lavinia, Sri Lanka has been 
selected to study this global phenomenon. To optimise 
solar electricity generation, rooftop installations in the 
northern hemisphere should preferably be facing South 
with a tilt angle of the PV panels corresponding to the 
latitude for the site of around 7o N.

 The instantaneous and daily electricity produced 
would vary due to cloud cover (Lucas, 2021), while 
monthly variations occur due to the position of the earth 
relative to the sun (www.lankantrailblazer.wordpress.
com, 2019; Vidanapathirana et al., 2021) or to monthly 
weather variations. The decrease in the solar electricity 
output, other than due to the position of the sun, are the 
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temperature, clearness of sky, rainfall, number of wet 
days, and wind speed (Wickramarathna et al., 2011; 
www.weatherspark.com, 2016). This paper provides a 
multitude of fluctuation statistics for both the electricity 
supply authority and the solar electricity producer. 

MATERIALS AND METHODS

In the present study, the radiation falling on the solar 
panel is first analysed starting from the global irradiation 
and the location of the site. Considering a site where 
the panels have a fixed orientation with respect to solar 
irradiation, the monthly variation of solar insolation is 
determined considering also the declination angle and 
the probable cloud cover. Daily solar output curves 
during a 4-year period from 2017 to 2021 have been 
considered for a domestic rooftop. Analysis is carried out 
on a monthly basis by considering the energy output in a 
number of bands. A particular site in Mount Lavinia Sri 
Lanka has been selected to illustrate the determination 
of assurance of solar energy production from the site. 
Variation of solar energy output with panel temperature 
is taken into account. The results of the analysis are 
presented in graphical form, and statistics obtained based 
on the probable energy output.

RESULTS AND DISCUSSION

Analysis of radiation falling on solar panel

The total extra-terrestrial radiation resulting in the solar 
irradiance at the top of the Earth’s atmosphere is around 
1361 W/m2 (Tukiainen & Gaisma.com, 2021). However, 
based on the clearness of the sky (Tukiainen & Gaisma.
com, 2021) or transparency of the atmosphere, the 
maximum direct beam irradiance reaching the earth’s 
surface is around 1050 W/m2 (Coddington, 2016). 
Thus, the maximum irradiance on the horizontal Earth’s 
surface, which would occur in a cloudless sky when 
the Sun is at its zenith, is around 1120 W/m2 including 
diffused radiation. 

 The direction of the sun’s rays which fall on the 
Earth depends on the latitude of the site. Further, as 
the day progresses, the path of the radiation to ground 
level changes, with maximum at mid-day. Thus, near the 
equator, the Sun’s beams can be considered to reach the 
Earth’s surface from 6 am to 6 pm. However, diffused 
sunlight would still reach the earth’s surface at night-
time. It can be said that some part of the Earth’s surface 
receives direct sunlight 24 hours of the day. The Earth, 
being a near sphere with radius R would have a surface 
area of 4πR2, and a horizontal projected area of πR2. 

This means that a maximum of one-fourth of the direct 
sunlight falling would be captured perpendicular to 
the horizontal area on the Earth. Thus, the theoretical 
maximum energy that could be harvested from a given site 
would be one-fourth of 1.361×24 or 8.17 kWh/m2/day, 
including any diffused radiation. At present, commercial 
solar panels can have a maximum efficiency of around 
20% under standard test conditions, while 18.6% is more 
typical in currently installed sites (Lucas, 2021) and 
will be used in the present analysis. This yields a peak 
realizable solar electricity generation of 0.253 kWp or 
1.52 kWh/m2/day. 

 If the solar radiation (www.newport.com, 2021) 
falling on a solar panel is considered, there would be 
the direct beam, with a component normal to the panel, 
and diffused radiation from the top of the atmosphere 
and from clouds within the atmosphere, as seen from 
Figure 1. As the sun appears to move from East to West 
due to the rotation of the Earth, maximum electricity is 
produced near mid-day when the direct beam would be 
near normal to the solar panel. However, the temperature 
of the solar cells of the panel would also be highest at this 
time. 

It is known that on a hot sunny day, the cell temperature 
can rise to more than 30oC above ambient temperature. If 
efficient monocrystalline solar cells are considered, they 
have a solar panel efficiency of 18.6% and a negative 
temperature coefficient of 0.4%/oC (www.solaredge.
com). 

 A rise in cell temperature of 30oC would cause a drop 
of 12% in power output, giving an effective solar panel 
efficiency of 16.4%. Since most electricity from the solar 
panel is produced near mid-day when the solar panel is 
hot, with a relatively clear sky, electrical energy output 
from the panel would be around 1.34 kWh/m2/day. A 
typical monocrystalline solar panel of size 1 m×1.65 m 

Figure 1: Composition of irradiance
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can be expected to yield 1.34×1.65 or 2.21 kWh per 
panel per clear day.

Monthly variation of solar insolation

Figure 2 shows the seasonal variation of the declination 
angle between ± 23.45o due to the tilt of the Earth on its 
rotating axis and the elliptical path of the Earth around 
the sun. 

Solar output measurements are available online for the 
site on the SolarEdge monitoring portal provided by 
the manufacturer of the panels every 15 min although 
monitored continuously. Records are available from 
the inception for the solar system at the Mount Lavinia 
site, from mid July 2017. Thus, for analysis purposes, 
the four-year period from August 2017 to July 2021 has 
been considered.

 The solar irradiance curve at the surface of the Earth 
is usually considered ideal, similar to part of a parabola 
as in Figure 4. Since the inverted parabola shown has 
a mean value equal to two-thirds, which can be easily 
obtained from integration, the energy in kWh works out 
to 8 times the peak value in kW, with the base duration 
from 6am to 6pm. Thus, quite often the solar curve is 
considered to be of duration 8 h at peak value giving the 
same energy. However, the ideal parabolic shape is rarely 
seen in practice. 

The clearness of the sky, defined in terms of the 
percentage of time the sky is covered by clouds (Sanusi 
& Ojo, 2015) is usually categorized in 20% steps as 
clear, mostly clear, partly cloudy, mostly cloudy and 
overcast conditions and need to be considered to make 
a realistic prediction. Further, Lucas (2021) presents 
the probability of yielding a given solar energy on a 
monthly basis. Battery storage could be used to enhance 
the usability of solar panels and somewhat mitigate the 
effects of fluctuations (Nayanathara et al., 2019; Lucas 
et al., 2020). 

Site in Mount Lavinia, Sri Lanka

Although the findings of the study are of general nature, 
analysis has been conducted with solar data of a domestic 
rooftop site in Mount Lavinia, Sri Lanka (Figure 3). The 
site has 12 monocrystalline solar panels installed, with 
each panel being of size 1.65×1.0 m. The vendor’s stated 
capacity for the site is 4.16 kWp. Based on a typical 80% 
efficiency on rated capacity, when the solar panel is hot, 
this site can be considered to generate a maximum peak 
of around 0.8×4.16 or 3.328 kW near noon on a clear day, 
with an expected maximum yield of around 12×2.21 or 
26.5 kWh/day. However, the actual daily solar electricity 
production will depend on both clearness of the sky as 
well as on seasonal variations, in addition to the variation 
of sunlight from sunrise to sunset. 

Figure 2: Monthly variation of the declination angle

Figure 3: Orientation of solar panels on roof

Figure 4: Daily solar irradiance



802 JR Lucas

December 2022 Journal of the National Science Foundation of Sri Lanka 50 (4)

At the site considered, almost ideal conditions, although 
rare, were recorded on 1st February 2018 and shown 
in Figure 5 with a peak power of 3.332 kW and energy 
of 26.27 kWh. These values correspond very well with 
the theoretically anticipated values of 3.328 kW and 
26.5 kWh/day. The shape also compares well with the 
expected parabolic shape also inscribed in Figure 5 for 
comparison.

It is seen that during this period, the peak power is 
virtually the same at around 3.3 kW each day, but the 
energy produced varied slightly from 24.4 to 25.5 kWh 
from day to day, with a mean of 25.1 kWh. While the 
total production for this period was 100 kWh, that for the 
week was 170 kWh. 

Clear blue skies have been commonly observed at the 
site during daytime in January and February, but near 
ideal days do not occur every day of week. At the site, 
the best week observed, during the four-year period 
evaluated for solar production, occurred from 3rd to 9th 
January 2019 of which the best four consecutive days are 
shown overlapped in Figure 6. 

The study has also found that certain months are 
relatively bad for the energy production, with the lowest 
recorded during the four-year period being on 3rd June 
2021, just around one-tenth of maximum peak power, 
or 0.324 kW peak, and with the day’s energy being just 
0.807 kWh, or just 3% of the maximum energy produced, 
as shown in Figure 7. In particular, if the week of 5th to 
11th October 2018 is considered, as shown in Figure 8, it 
can be seen that during this period the peak power varied 
drastically between 0.84 kW and 3.94 kW on adjacent 
days, 6th and 7th October. Correspondingly, the energy 
varied substantially from day to day during this week, 

Figure 5: Peak solar energy day 1st February 2018

Figure 6: Solar output during a good period

Figure 7: Minimum energy day

Figure 8: Solar output of a highly fluctuating week
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between 1.5 kWh and 18.5 kWh. For comparison, the 
best production day in the month that year, 21st October 
has been plotted alongside for comparison. It is seen that 
while the peak power was 3.35 kW, the energy produced 
that day was 25.5 kWh. Comparison also shows that the 
energy of the particular week is just 3 times that of the 
best day for the month.

 Planning to cater for highly fluctuating weeks like 
these is a tremendous task, and it is important to know 
how often such weeks occur. Thus, this aspect is also 
addressed in this paper.

 The solar monitoring portal also stores monthly solar 
output energy, as shown in Figure 9 for the four-year 
period considered. It is seen that while the solar output is 
somewhat constant for the same month in different years, 
it also shows a significant seasonal variation from month 
to month due to changes in declination angle (on the 21st 
of each month), as given in table1, and seasonal weather, 
as expected.

To obtain maximum solar electricity output, the solar 
panel needs to be rotated to face the sun throughout 
the year corresponding to the declination angle 
(Vidanapathirana et al., 2021). 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

-20.1o -11.2 0o 11.6o 20.1o 23.4o 20.4o 11.8o 0o -11.8o -20.4o -23.3o

Table 1: Monthly declination angle

Month δ ε Cos ε Max kWh Observed max

Jan -20.10 00 1 687 686.5

Feb -11.20 60 0.994 683 631.5

Mar 00 160 0.961 660 667.3

Apr 11.60 270 0.891 612 555.9

May 20.10 370 0.799 549 455.3

Jun 23.40 440 0.719 494 427.6

Jul 20.40 460 0.695 477 472.5

Aug 11.80 410 0.755 519 519.7

Sep 00 310 0.857 589 506.4

Oct -11.80 210 0.934 641 560.2

Nov -20.40 90 0.988 678 561.5

Dec -23.30 20 0.999 687 568

Table 2: Correction factor for declination

δ - Declination angle, ε - Correction angle

Figure 9: Monthly solar electricity production over a 4 year period
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However, in a domestic solar installation, the panel is 
neither rotated to track the sun daily nor seasonally. The 
parabolic curve considered is based on the assumption 
that the panel is not rotated from sunrise to sunset, 
so that no correction needs to be made. However, 
depending on the direction the solar panel is installed 
to face, a correction for the maximum solar yield would 
need to be done. Based on the monthly solar output 
variation, it is likely that the particular solar system 
under investigation had been installed to give maximum 
output during January. Thus, the angles are corrected 
to be taken as reference, or give 0o, on 1st January, and 
correction factors are based on that, as given in Table 2. 
Considering, from observations over 4 years, that the 
maximum solar energy output practically obtainable in 
a month to be 687 kWh, maxima for all the months have 
been calculated based on the correction factor cos ε and 
shown in Table 2.

 The estimated monthly changes due to change in 
declination are compared with actual maxima in the 
corresponding month, over a 4-year period, and are 
shown in Figure 10. A very close match is seen.

Solar output fluctuations analysis

25th September 2017 has been found to be a day where 
the solar output power fluctuated a lot, going down to 
0.313 kW while seemingly unexpectedly reaching even 
slightly higher than the stated capacity. to 4.436 kW 
moments later. Yordanov et al. (2012) have suggested 
that these bursts of energy are due to cloud reflections, 
but the author begs to differ as the conditions just prior 
to the dip have indicated a heavy dip, probably cooling 
the panel and increasing its efficiency The output of 25th 
September has been compared in Figure 12 with that 
of the overall maximum energy day (01/02/2018) and 

Figure 11 shows the variation of solar production for 22nd 
July 2018, a day with a very clear sky, as observed by the 
shape. However, the peak solar electric power produced, 
and the corresponding peak energy are 2.70 kW and 
19.4 kWh respectively rather than the ideal 3.3 kW and 
26 kWh. 

 Thus, the correction factor suggested in Table 2 has 
been selected as 19.4/26 or 0.75 and used to scale the 
maximum power output curve, which is drawn alongside 
in a dashed line. While the peak value of this scaled curve 
is lower at 2.50 kW the corresponding energy is 20.0 kWh 
which is slightly higher justifying the correction.

Figure 10: Comparison with seasonal variation

Figure 11: A near ideal day in July

Figure 12: Analysis of solar output during fluctuations
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a maximum power day in September (12/09/2018) to 
take into account seasonal behaviour. On this particular 
peak day, 12th September, while the curve followed 
the expected parabolic shape, two minor dips are seen 
(shown dotted), but which did not change the basic shape 
during the time period investigated near noon.

 It is seen from the figure that while, the peak power 
for a clear day achieved 3.332 kW with a daily energy 
of 26.27 kWh, the month of September never gave 
such high outputs for this site over the 4-year period 
considered. Thus, comparison only with the overall peak 
day was not considered prudent, and the best day ever in 
September (12/09/2018) was considered, where the peak 
power was nearly 10% lower at 3.055 kW. 

 It might be surprising to note that the peak power 
on a cloudy day like 25th September 2018, with 
13.42 kWh/day, was in fact much higher at 4.436 kW, 
compared to what could have been expected, i.e., 3.055 
kW, for even a clear day. While it seems strange, detailed 
analysis gives the reason for this apparent discrepancy. 
Studying the curves of 25th September 2018 with those of 
12th September shows that there are a number of points 
which are above the clear day curve. Examination of each 
of these points shows that each higher peak occurred 
just after a very low point just before that instant. For 
example, for the peak of 4.436 kW, the power stood at 
1.188 kW moments before, and fell to around 0.313 kW 
moments later. This seems very strange at first sight, but 
it can be easily explained by considering the movement 
of clouds above the solar panel. Yordanov et al. (2012) 
have studied these bursts with probably 1 min data steps 
which showed many such bursts, but which did not show 
the energy fluctuations which became prominent with the 
integrated step of 15 min in Figure 12.

 A solar panel of capacity 4.16 kWp under standard 
conditions would probably normally operate at around 
30oC higher than the ambient temperature at mid-day. 
However, the temperature would fall to near ambient 
during cloud cover. Thus, soon after a cold session 
for the solar cell, when the sun suddenly appears, the 
solar panel efficiency is high due to the much lower 
temperature, giving a value very close to the nominal 
value of 4.16 kWp.

A sample of solar output patterns

Near ideal clear sky days, like Figure 5 or even Figure 
11, are rare and do not occur even on one or two days 
of the month, even in clear sky months like January and 
February. In the months of May and June, it was not 

possible to even find a single clear sky day during the 4 
years under investigation. 

 A collection of the days with the highest energy 
production for each month is compared and shown in 
Figure 13. The individual months are not identified in 
Figure 13, but could be identified, if necessary, by the 
observed peak values given in Table 2. The intention 
here is to show that if the solar panel is not rotated 
periodically, even the solar radiation falling on the panel 
cannot be fully captured, and thus the particular month is 
of no significance in this graph.

Figure 13: Near clear sky days in different months

Figure 14: Minor fluctuations on good clear day
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Since one of the solutions to mitigate the effects of 
fluctuations economically is the choice of optimum 
battery capacity, samples of partially cloudy, cloudy 
and overcast days are shown to give an insight on what 
sort of samples need to be put into the analysis basket 
for good validation or research studies. They are placed 
together with an ideal parabolic curve for comparison in 
each case.

 Figure 14 shows minor fluctuations in solar power 
output caused by minor cloud movements on 26th 
December 2018. However, almost the maximum 
realisable energy is obtained (24.57 kWh).

 On 9th February 2018, shown in Figure 15, partial 
clouds occurred in the morning (up to about 10 am), the 
normal peak was achieved slightly earlier, and the solar 
output dropped by 20% (21.38 kWh). 

On 1st April 2018, a cloudy morning and the effect of 
declination angle have given rise to a 30% reduction of 
peak to around 3 kW and a reduction in the solar power 
output to 18.15 kWh as shown in Figure 16.

 It is seen that it would have been a very cloudy 
morning with clearing of the sky thereafter.

 Figure 17 shows the solar output on 10th October 
2017, an overcast morning till about 11 am keeping the 
solar panels cool. A sudden clearing of the sky thereafter 
would have increased the efficacy of the panels giving a 
higher peak of 4 kW power output immediately thereafter. 

However, it is seen that while there is no reduction due 
to declination, there is still a near 35% reduction in the 
energy output (17.39 kWh).

 17th March 2018 was a similar overcast morning, but 
with declination also affecting the solar power output and 
reducing it by nearly 45%. It can be seen from Figure 18 
that in the evening the curve is nearly parabolic with the 
declination reduction factor.

 The 25th September 2017 was a morning with a heavy 
movement of clouds and overcast conditions in the 
evening, as seen in Figure 19. It is seen that the alternate 

Figure 15: Solar output on a day with morning clouds

Figure 16: Solar output on a cloudy morning

Figure 17: Solar output on an overcast morning
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cooling and strong sunlight has caused the peak power 
to go to 4.4 kW, even above the value at test conditions 
of 4.17 kW. However, the resulting solar output energy 
has been reduced by nearly 50% due to the overcast 
conditions in the evening.

 Figure 20 on 9th October 2017 shows an unusual 
day with overcast conditions during mid-day. It is seen 
that while the morning and evening are relatively free 
of clouds, mid-day has been completely overcast with 
power output falling to nearly zero just before mid-
day, giving a reduction of the energy of just over 55% 
(11.45 kWh).

 Figure 21 shows a partially cloudy morning on 18th 
April 2018, with the power curve following quite closely 
the theoretical curve, and a fully overcast sky in the 
evening. It is seen that the energy has reduced by over 
60% to 9.85 kWh due mainly to the evening overcast 
conditions, with power not exceeding 0.5 kW from 
around 11 pm onwards.

 Figure 22 corresponds to the solar output on a fully 
overcast day, 3rd September 2017, with a slight clearing 
of the sky later in the evening, allowing the power to 
rise to near normal at 2.1 kW in the late afternoon and 
thereafter. It is seen that the energy reduction corresponds 
to over 70% (7.8 kWh).

Figure 18: Solar output on an overcast morning in March

Figure 19: Solar output on a cloudy morning and overcast evening

Figure 20: Solar output on an overcast mid-day

Figure 21: Solar output with a fully overcast evening
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Figure 23 shows a day with almost no sunlight throughout 
the day, with peak power around 0.8 kW or 25% of 
maximum achievable. The energy has also drastically 
reduced by 85% to 3.73 kWh.

 Figure 24 shows a day with little sunlight in the 
morning and nothing after that (20 May 2020). The 
reduction in energy is 90% to 2.45 kWh with the peak 
power for the day just exceeding 1 kW. This day was 
however not the lowest energy producing day, which 
occurred on 3rd June 2021, as seen in Figure 25. This 
day had a peak solar output electric power of just 324 W 
(one-tenth normal peak) and an energy of 807 kWh, a 
huge reduction of 97%, with only 3.07% of maximum 
energy being generated on this day.

Categorization statistics of solar power

It is seen from the foregoing study that large fluctuations 
in both power and energy occur from season to season, 
day to day and hour to hour. Thus, statistics of the 
occurrence of varying levels of solar energy production 
would be very useful in planning and operating solar 
rooftop installations. Study of the energy production of 
the solar installation at the particular site considered, has 
shown, from both theoretical and practical considerations, 
that the maximum daily energy from the site is around 
26.5 kWh. Thus, for statistical analysis, Categorization 
was done based on 2 kWh steps aligned at mid-value, for 
the 4-year period considered.

Figure 22: Solar output on an overcast day

Figure 23: Very overcast day in November

Figure 24: A very overcast day in May

Figure 25: Lowest solar electricity producing day
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Figure 26 shows a summary of the probability of assurance 
of solar energy production at the site, plotted against 
assured energy. It is seen that in a good solar production 
month, like February for the site, over 20 kWh/day can 

be assured to be produced on around 25 days, while on a 
bad solar energy producing month like June, one would 
find it difficult to assure even 15 kWh/day on the same 
number of days,

Table 3: Categorization of solar output days for the site

Category

(kWh)

Average number of days in range

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total

1 0.0% 0.0% 0.0% 0.0% 1.6% 0.8% 0.0% 0.0% 0.0% 0.8% 0.0% 0.0% 0.3%

3 0.0% 0.0% 0.0% 0.0% 2.4% 0.0% 0.8% 0.0% 3.3% 0.8% 1.7% 0.8% 0.8%

5 0.8% 0.0% 0.0% 0.8% 2.4% 0.8% 2.4% 0.0% 2.5% 3.2% 0.0% 0.8% 1.2%

7 1.6% 0.0% 1.6% 0.8% 3.3% 4.3% 1.6% 5.6% 4.2% 2.4% 3.3% 2.5% 2.6%

9 1.6% 0.0% 0.8% 2.5% 5.7% 4.3% 4.0% 1.6% 4.2% 4.0% 2.5% 2.5% 2.8%

11 2.4% 0.9% 0.0% 2.5% 7.4% 6.8% 4.0% 6.6% 2.5% 2.4% 5.9% 3.3% 3.7%

13 1.6% 1.8% 3.3% 1.7% 6.6% 13.5% 14.% 8.2% 6.8% 4.0% 2.5% 5.0% 5.7%

15 7.4% 1.8% 2.5% 4.2% 9.0% 24.% 20.% 16.% 11% 13.% 6.8% 8.4% 10.%

17 7.4% 3.5% 9.1% 8.3% 25.% 27.% 32.% 23.% 9.3% 13.% 11% 12.% 15.%

19 9.8% 8.1% 15.% 27.% 29.% 19.% 20.% 21.% 18.% 12.% 13.% 18.% 17.%

21 21.% 23.% 24.% 35.% 7.4% 0.0% 0.8% 16.% 170% 15.% 18.% 24. % 17.%

23 32.% 45.% 31.% 17.% 0.0% 0.0% 0.0% 1.6% 21.% 21.% 26.% 15.% 17.%

25 14.% 16.% 13.% 0.8% 0.0% 0.0% 0.0% 0.0% 0.8% 8.2% 9.3% 7.5% 5.8%

Figure 26: Probability of assurance of a solar energy production Figure 27: Assurance of a weighted monthly solar production

It is seen from Figure 27 that for the particular solar 
installation, trying to assure a monthly energy of even 
25 kWh can never be achieved. Table 3 shows that for 
any month, while 90% of the maximum solar energy 

production can be guaranteed on 62 days (17% of the 
days), 70% of the possible energy can be supplied on 219 
(60% of the days). The days on which less than 10% of 
the possible energy can be supplied is less than 7 days 
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(2%). These results can be made use of to offer a partial 
capacity charge to rooftop solar producers for perhaps 
half the capacity, which can be guaranteed on 86.7% 
of the days or 317 days of the year. However, if we go 
month by month, a better guarantee can be made as 
seen from Figure 27. Columns 4 and 5 of Table 3 give 
the number of days in each category for two selected 
months, January 2019 and May 2019. For example, in 
January 2019, 15 kWh (60% of the maximum power) 
could be guaranteed 95% of the time with an average 
availability of 21.43 kWh. Similarly, on no day in May 
2019 did the power exceed 19 kWh, and on 25 days 
(80% of the days) the power exceeded 55% of this 
capacity (10 kWh).

CONCLUSION

The paper has presented an analysis of solar output for 
solar photovoltaic systems, considering a 4.16 kWp 
monocrystalline rooftop solar system in Mount Lavinia, 
Sri Lanka. Fluctuation of actual power and energy have 
been observed over a four-year period from August 2017 
to August 2021. It is seen that, not only is the generated 
power intermittent, with the peak for the day exceeding 
4.5 kW on one occasion but going down to as low as 
0.324 kW on a heavily overcast day, with variation of 
solar electric energy output per day from 0.807 kWh to 
26.27 kWh. It was also observed that in a good month 
like January or February, daily output would be high, 
averaging 22 kWh/day, while on a month like May or 
June it could decrease to 13 kWh/day, sometimes varying 
drastically from day to day, even within a given week. A 
range of solar output patterns are analysed, and reasons 
for even higher power outputs during high fluctuations are 
explained. It is expected that the findings will be useful 
for those not having actual data, in analysing solar power 
systems. While this detailed analysis has been presented 
for a particular site, lessons to be learnt from this study 
are general. While the data presented is for a specific site 
in Mount Lavinia, cloud cover and other considerations 
would be perhaps very similar for a range of locations 
close to the site. Similar studies could be carried out for 
other sites to yield a map of solar energy assurances to 
permit partial capacity cost for solar installations. 
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Coastal erosion

Abstract: Natural and anthropogenic activities have 
accelerated the coastal erosion in Sri Lanka by threatening 
the economic developments and livelihoods in coastal zones. 
However, there is a limited number of studies on coastal 
erosion in Sri Lanka due to the lack of observed wave climate 
data around the island. This study identified the impact of wave 
climate changes on the littoral drift of seven selected locations 
in Sri Lanka. The reanalyzed wave climate data were used 
to estimate sediment transport rate in seven locations using 
empirical methods. The chronological volumetric changes of 
Kalutara and Kalpitiya beach volume were estimated, as those 
beaches experienced severe morphological changes during 
the above period. The relationship among the capacity of 
coastal sediment transportation of littoral drift, actual sediment 
accretion (and erosion), and shoreline management activities 
was critically discussed by collecting data from diverse sources 
to its fullest extent. The wave climate becomes rough on the 
western and southern coasts during the southwest monsoon and 
the eastern coast during the northeast monsoon. The average 
wave direction periodically changes on the southwest coast, and 
thus, the littoral drift occurs southwards at the Kalutara coast. 
The Kalpitiya areas were the main sediment accretion areas, 
but the Kalplitiya peninsula is slowly eroding with the recently 
intensified wave climate. Coastal erosion is an integrated effect 
of shoreline management, wave climate change, and reduction 
of river sediment supply. Therefore, coastal erosion should be 
studied with accurate numerical and physical model studies for 
the betterment of erosion management.  

Keywords: Coastal erosion, Kalpitiya, Kalutara, littoral drift, 
wave climate.

INTRODUCTION

Coastal erosion occurs when waves and currents remove 
the sediments from the beach; thus, the beach becomes 
narrow and steep in elevation (Orme 2005). As a result of 
coastal erosion, we lose valuable land, which adversely 
affects the livelihoods of beach users (Dayananda 1992; 
Samaranayake 2007; Senevirathna et al. 2018). The 
capacity for sand transportation by littoral drift mainly 
depends on the wave climate (i.e., significant wave 
height (Hs), peak wave period (Tp), and the angle (θ) of 
the direction of the incoming wave) (Kamphuis et al., 
1986; Bayram et al., 2007; Ratnayakage et al., 2020). A 
coast with predominant littoral drift is highly sensitive to 
wave climate and its changes. Wave climate changes are 
assessed worldwide (Ranasinghe, 2016), and it has been 
found that global climate change is directly contributing 
to shaping beaches worldwide (US EPA, 2021). The 
disappearance of sand splits, the narrowing of wide sandy 
beaches, and damage to existing coastal protection works 
are the most common impacts of wave climate changes. 
Those cases highlight the importance of the assessment 
of wave climate changes to mitigate their adverse effects. 
Kalutara is located in the western region of Sri Lanka 
and plays a vital role in attracting tourists through its 
Calido beach. As a result of the coastal erosion of Calido 
beach, livelihoods have been heavily affected in this area 
(Ampitiyawatta & Guo, 2010; Perera & Ranasinghe, 
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2021). Not only are the livelihoods of the residents in the 
Kalu river estuary affected, but they also face the issue 
of salinity intrusion along the river, thereby affecting 
the quality of raw water abstracted for water supplies 
(Ratnayake et al., 2013). High-energy, steep, southwest 
monsoon waves lead to the reduction of beach breadth and 
flatten the intertidal shoreface (Ratnayake et al. 2019). 
In the recent past, approximately 0.8 billion Sri Lankan 
rupees have been invested in erosion management 
annually. Upstream erosion in the Kalu river estuary 
was measured as 4.88 m/yr; its downstream erosion is 
0.83 m/yr, and sediment deposition occurs towards the 
north (Lakmali et al., 2017). 

 Kalpitiya has massive sand dunes, which are 
presumed to be sediment-deposited areas. Lagoonal 
and estuarine deposits of the Holocene period are found 
in the Puttalam, Kalpitiya, and Dutch Bay areas. High 
rates of accretion and erosion are evident on the coasts 
of the Kalpitiya peninsula. It is important to understand 
wave climate change and erosion and accretion in those 
areas, which must be estimated by clearly differentiating 
the anthropogenic and natural erosion drivers to develop 
policies and strategies to conserve the coastal region.   

 Archived wave climate data is required to assess wave 
climate change. In the absence of such wave climate 
data, it is impossible to predict sediment transport rates 
in coastal areas. Moreover, there will not be sufficient 
data to develop policies on the conservation of the coastal 
environment and related economic strategies. However, 
such data is lacking in many developing countries 
(Stronkhorst et al., 2018). Reanalyzed wind data can be 
used to predict the wave climate data using wave models 
such as WAWEWATCH III (Reguero et al., 2012; Stopa 
& Cheung, 2014; Kalourazi et al., 2021). With the aid of 
such reanalyzed data, the capacity of the littoral current 
can be estimated. 

 Sri Lanka is a country surrounded by 1,340 km of 
coastline; the coastal environment consists of rich 
biodiversity, which brings high environmental, economic, 
and social value to the island. Since the 1970s, coastal 
erosion has become a severe threat to the country in 
connection with the development of fishery, commercial 
harbours, logistics, and tourism-related industries 
(Samarasekara et al., 2018). The coastal segment of 
685 km extending from Kalpitiya to Yala loses about 
175,000–285,000 m2 of its coastal land each year (CCD, 
1997). During annual monsoon seasons, erosion is very 

severe in Kalutara and Kalpitiya. From south to north 
along the western coast, a strong longshore current is 
generated during these seasons due to monsoon waves 
(Dayananda, 1992). During the southwest monsoon, swell 
waves break and hit the southern and western coastlines. 
Thereby, the net annual sediment transportation rates are 
very high during monsoon seasons (Ansaf, 2011). The 
estimated longshore drift capacity from south to north 
is 1.1 million m3/year (Dayananda, 1992). However, 
the longshore drift capacity of recent years has not been 
estimated due to the lack of measured wave data.  

 Not only anthropogenic causes, such as coastal 
reclamation and management, but also natural causes, 
such as wave climate changes, could accelerate the 
coastal erosion in Sri Lanka. Though there are some 
recent studies that elaborate on the anthropogenic causes 
(Ratnayakage et al., 2020; Gunasinghe et al., 2021) that 
accelerate coastal erosion, there is a limited number 
of studies on natural causes in Sri Lanka. The lack of 
observed data is the main issue, and this research aims 
to fill that gap by estimating the capacity of littoral drift 
with the modelled wave climate data by using reanalyzed 
wind data. This study firstly estimates the littoral drift 
along the Sri Lankan coast and secondly evaluates the 
erosion and accretion rates in the Kalutara and Kalpitiya 
beaches. Thirdly, the estimated values of littoral drift 
along the western coast are compared with the Kalutara 
and Kalpitiya cases by differentiating the anthropogenic 
and natural drivers of erosion. This study emphasizes 
the patterns of erosion and accretion of sediments on 
the western coast of Sri Lanka by collecting data from 
diverse sources to their fullest extent. 

MATERIALS AND METHODS

Study location 

In this study, coastal cell segments were defined as shown 
on satellite images in Figure 1. Cells 1, 2, and 3 are on 
the Kalpitiya coast, and Cells 4 and 5 are on the Kalutara 
beach. Each cell is bounded by either a headland or 
breakwater of a fishery harbour or a river mouth. The 
boundary of cells 4 and 5 goes through the Kalu river 
mouth. The five points demarcated are the points and 
ocean depths where wave climate data and information 
have been extracted. The nearshore sediment transport 
rate is determined at each defined cell by considering the 
orientation of wave breaking. 
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Assessment of wave climate 

In this study, the wave climate data from 1 January 
2007 to 31 December 2017 were collected from a 
recently concluded study (Samarasekara, 2019) in 
netCDF format. The wave data were modelled from 
WAVEWATCH III (Tolman, 2009) using the reanalyzed 
wind data from NCEP/NCAR Reanalysis 1 (2000). The 
authors extracted daily time series of Hs, Tp, and θ in 
CSV format at the locations of nodes of study (Figure 
1) by developing a Python Code. The depth of the sea at 
the nodes is approximately 15 m. The wave breaker line, 
shoreline orientation, and wave angle at the breaker line 
were observed from satellite images in respective years. 
When a satellite image is not available for a year, the 
wave angle values at the breaker line for the nearest year 
were assumed in this analysis. The capacity of coastal 
sediment transportation was estimated by using the 
CERC (Coastal Engineering Research Center) equation, 
as shown in equation 1 (Van Rijn, 2013). 
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Figure 1: Locations of defined coastal cells and extracted points along the Kalutara and Kalpitiya coasts  

(Source: Google Earth, Data SIO, NOAA, US Navy, NGA, GEBCO) 
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height (m) at breaker line, and Q_(t, Volume) = longshore sediment transport rate (m3/s). 
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 where, θbr = wave angle at breaker line (between wave 
crest line and coastline); H(s,br) = significant wave height 
(m) at breaker line, and Q (t, Volume) = longshore sediment 
transport rate (m3/s).

Analysis of erosion and accretion  

The west coast of Sri Lanka has experienced erosion and 
accretion since the 1970s (Bandara et al., 1987; Fittschen 
et al., 1992b). The transportation of sediment along 
the western coast occurs mainly due to the Southwest 
monsoon (Gunarathna et al., 2011). These transported 
sands accumulate near the Kalpitiya area and generate 
sandy islands (Ratnayakage et al., 2020). In this research, 
chronological changes in the shoreline of the Kalpitiya 
and Kalutara areas were observed using satellite images 
in Google Earth Pro. The available clear satellite images 
of December 2004, October 2009, November 2011, 
October 2012, October 2013, February 2014, March 
2015, March 2016, and March 2017 were chosen for 
analysis. The accreted (and eroded) shore areas were 
calculated relative to the shoreline of December 2004.

 Firstly, the shoreline is demarcated using Google 
Maps. Thereafter, the demarcated shoreline files are 
inserted into ArcGIS. Each shoreline was split into 
equidistant segments. The split coordinates were 
extracted to Microsoft Excel. Afterwards, the reference 
line coordinates were calculated based on the shoreline. 
Successively the perpendicular distance was calculated 
from shoreline coordinates. Finally, the area was assessed 
using the above steps.
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Different years of shorelines are denoted as t = t1, t2, t3, 
t4..., tn and particular shoreline polylines are split into 
equal segments of approximately 1 m. The midpoint 
coordinate of each segment is obtained by using ESRI-
ArcGIS in two decimal degrees. Particular coordinates 
are denoted as i = i1, i2, i3, i4..., in. A reference line is 
considered, as shown in Figure 2. The term ‘Q’ is denoted 
as the coordinates of split points of a particular shoreline, 
the term ‘L’ is denoted as the perpendicular distance from 
a particular shoreline, the term ‘t’ is denoted as the day 
of shoreline, the term ‘u’ is denoted as points of split 
shoreline, and Q t+1, u+3 is denoted as the coordinate of 
u+3 point at t+1 day shoreline.

 A perpendicular line is drawn from a particular 
coordinate i to the reference line. The relative accreted 
(or eroded) area to day t is calculated by using equations 
2 and 3. 

6 
 

 
Figure 2: Schematic diagram of the shoreline (plan view) at time t1, t2 and reference line 
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 The altitude between the shoreline and coastline 
( ) is extracted for Kalutara from the 
literature (Gunasinghe et al., 2021). The altitude data 
between the shoreline and coastline is extracted from 
Google Earth Pro for Kalpitiya. It is assumed that the 
value of the beach slope uniformly changed throughout 
the considered periods. The beach volume change 
between two consecutive periods is calculated from the 
methodology provided by Ratnayakage et al. (2020). 
The coastline, which can be determined from L, is also 
obtained similarly to the shoreline. The beach volume 
change (V) between point u and u+1 was calculated from 
equation 4. 

Overall methodology

Figure 3 shows key data and methodologies involved 
in the study. Firstly, the wave climate data at Kalutara 
and Kalpitiya were collected. Based on that, a study 
of the sediment transport rate in both locations was 
carried out. This was followed by the study of the 
chronological volumetric change of Kalutara and 
Kalpitiya beaches. Using the results so derived, a study 
was done on the relationship between the capacity of 
coastal sedimentation transportation and actual sediment 
transportation under the influence of wave climate 
change. Finally, the change in volume and area was 
assessed. After clearly observing the impact of shoreline 
management, a relationship between the capacity of 
coastal sedimentation transportation and actual sediment 
transportation was observed and discussed to identify the 
influence of wave climate change.

RESULTS AND DISCUSSION 

Littoral drift along the Sri Lankan Coast

Sri Lanka experiences two monsoons and two inter-
monsoon seasons. The littoral drift and its direction 
are mainly governed by the northeast monsoon 
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Figure 2: Schematic diagram of the shoreline (plan view) at time t1, 
t2 and reference line
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Figure 2: Schematic diagram of the shoreline (plan view) at time t1, t2 and reference line 

 

 𝐿𝐿�,� = ��𝑋𝑋�,� − ��,� ����,� ���
����

�
�

+ ��𝑦𝑦�,� − ����,� ����,� ��
����

�
�

� … … … … … … … . . (2) 

 

 

𝐴𝐴∆�,∆� =
�𝐿𝐿���,� − 𝐿𝐿�,�� + �𝐿𝐿���,��� − 𝐿𝐿�,����

2
… … … … … … … . . (3) 

 

The altitude between the shoreline and coastline (tan ϕ) is extracted for Kalutara from the literature 

(Gunasinghe et al., 2021). The altitude data between the shoreline and coastline is extracted from Google 

Earth Pro for Kalpitiya. It is assumed that the value of the beach slope uniformly changed throughout the 

considered periods. The beach volume change between two consecutive periods is calculated from the 

methodology provided by Ratnayakage et al. (2020). The coastline, which can be determined from L, is 

also obtained similarly to the shoreline. The beach volume change (V) between point u and u+1 was 

calculated from equation 4.  

 

 𝑉𝑉���,∆� =  
1
4

[ �𝐿𝐿���,� 
� − 𝐿𝐿′���,�

� � 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡���,� + �𝐿𝐿���,��� 
� −  𝐿𝐿′���,���

� � 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�,��� 

−  �𝐿𝐿�,� 
� −  𝐿𝐿′�,�

� � 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�,� − (𝐿𝐿�,��� 
�

−  𝐿𝐿′�,���
� ) 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�,� ] 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�,���   … … … … … … … . . (4) 

 ...(03)



Wave climate change and its impact on littoral drift  817

Journal of the National Science Foundation of Sri Lanka 50(4) December 2022

8 
 

3. RESULTS AND DISCUSSION  

3.1. Littoral drift along the Sri Lankan Coast 

 

Sri Lanka experiences two monsoons and two inter-monsoon seasons. The littoral drift and its direction are 

mainly governed by the northeast monsoon (December-February), inter-monsoon 1 (March-April), 

southwest monsoon (May-September), and inter-monsoon 2 (October-November). Figure 4 shows monthly 

sediment transport potential values based on the daily average of littoral drift from 2007 to 2017. Sediment 

transport potential values are shown for 6 locations around the island during four seasons. Those locations 

are Mullaitivu (P1), Kattankudy (P2), Yala (P3), Dondra (P4), Kalutara (P5), Chilaw (P6), and Kalpitiya 

(P7). Sediment transportation on the eastern coast is predominant during the northeast monsoon, but 

sediment transportation on the western and southern coasts is predominant during the southwest monsoon. 

The wave climate is slightly rough on the southern coast during inter-monsoon 1 as well. The wave climate 

during the southwest monsoon could transport more sediment compared to the wave climate during the 

northeast monsoon.  

 

Figure 4: Monthly sediment transport potential values in northeast monsoon 
(December-February), inter-monsoon 1 (March-April), southwest 
monsoon (May-September), and inter-monsoon 2 (October-November) 
based on daily average littoral drift from 2007 to 2017
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2.4. Overall methodology 

 

Figure 3 shows key data and methodologies involved in the study. Firstly, the wave climate data at 

Kalutara and Kalpitiya were collected. Based on that, a study of the sediment transport rate in both 

locations was carried out. This was followed by the study of the chronological volumetric change of 

Kalutara and Kalpitiya beaches. Using the results so derived, a study was done on the relationship 

between the capacity of coastal sedimentation transportation and actual sediment transportation under 

the influence of wave climate change. Finally, the change in volume and area was assessed. After 

clearly observing the impact of shoreline management, a relationship between the capacity of coastal 

sedimentation transportation and actual sediment transportation was observed and discussed to identify 

the influence of wave climate change. 

 
Figure 3: Key data and methodologies involved in the study 

 

  

Figure 3: Key data and methodologies involved in the study
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Figure 4: Monthly sediment transport potential values in northeast monsoon (December-February), inter-

monsoon 1 (March-April), southwest monsoon (May-September), and inter-monsoon 2 (October-

November) based on daily average littoral drift from 2007 to 2017 

 

Figure 5 shows the wave rose diagrams at Kalutara in 2007, 2011, 2014, and 2017. It shows that the 

direction of littoral drift is quite a sensitive parameter as the direction of the wave front slightly changes 

from year to year. The shorelines are also changed due to major shore protection and development activities. 

Therefore, the direction of littoral drift from time to time changed southwards and northwards.  

 
Figure 5: The wave rose diagrams at Kalutara in 2007, 2011, 2014, and 2017 

 

A couple of past researchers have studied the wave climate on the southwest coast, mainly the significant 

wave height relative to the wave direction (Sheffer & Frohle, 1991; Fittschen et al., 1992a; Gunaratna et 

al. 2011). The sediment transportation direction of the southwest coast is considered as south to north by 

some researchers (Ansaf, 2011; Abeykoon et al., 2021), but the results of this study show that the average 

littoral drift is from north to south during 2005 and 2017. It is evident that the littoral drift could have been 

periodically changed southwards and northwards because the sand spit which the Kalu river builds 

periodically moves southwards and northwards (Bandara et al., 1987). Figure 6 shows the annual average 

sediment transport potential of littoral drift at the locations P1 to P7. The annual average littoral drift in 

Kalutara is predominately southwards during 2004.  

 

Figure 5: The wave rose diagrams at Kalutara in 2007, 2011, 2014, and 2017
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(December-February), inter-monsoon 1 (March-
April), southwest monsoon (May-September), and 
inter-monsoon 2 (October-November). Figure 4 shows 
monthly sediment transport potential values based on 
the daily average of littoral drift from 2007 to 2017. 
Sediment transport potential values are shown for 6 
locations around the island during four seasons. Those 
locations are Mullaitivu (P1), Kattankudy (P2), Yala 
(P3), Dondra (P4), Kalutara (P5), Chilaw (P6), and 
Kalpitiya (P7). Sediment transportation on the eastern 
coast is predominant during the northeast monsoon, but 
sediment transportation on the western and southern 
coasts is predominant during the southwest monsoon. 

The wave climate is slightly rough on the southern coast 
during inter-monsoon 1 as well. The wave climate during 
the southwest monsoon could transport more sediment 
compared to the wave climate during the northeast 
monsoon. 

 Figure 5 shows the wave rose diagrams at Kalutara in 
2007, 2011, 2014, and 2017. It shows that the direction of 
littoral drift is quite a sensitive parameter as the direction 
of the wave front slightly changes from year to year. The 
shorelines are also changed due to major shore protection 
and development activities. Therefore, the direction of 
littoral drift from time to time changed southwards and 
northwards. 
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Figure 6: The annual average sediment transport potential of littoral drift at P1 (Mullaitivu), P2 

(Kattankudy), P3 (Yala), P4 (Dondra), P5 (Kalutara), P6 (Chilaw), and P7 (Kalpitiya) 

 

3.2. Erosion and accretion rates in Kalpitiya and Kalutara   

 

Figure 7 illustrates the beach accretion (and erosion) in each cell in different years. The shoreline volume 

change values are given in the order of 104 m3. The negative values refer to erosion, and the positive values 

Figure 6: The annual average sediment transport potential of littoral drift at P1 
(Mullaitivu), P2 (Kattankudy), P3 (Yala), P4 (Dondra), P5 (Kalutara), P6 
(Chilaw), and P7 (Kalpitiya)
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Figure 7: The beach volume accretion in sediment (a) cell - 1, (b) cell - 2 and (c) cell - 3 in Kalpitiya during 

26 December 2004 - 31 December 2018 

 

The most northern area in cell 1 is an accreting area. Beach accreted in this area at a maximum rate of 

25,000 m3/year during 2005 and 2014. The accreted beach slightly eroded during 2014 and 2018. 

Kaldakuliya point, which is the southern boundary of cell 2, is a sensitive area. Figure 8 shows satellite 

image photos of sediment accretion in the field of groynes on 11 March 2011, 29 August 2013, and 27 

December 2019. It shows evidence of high sedimentation sensitivity in cell 2 (Kalpitiya peninsula). There 

are detached breakwaters and groynes which were constructed before 2004 in this area. Sediments accreted 

at the beach where the protection structures were constructed by eroding neighbouring beaches in the north 

because of the reduction in sediment in the northward littoral drift. Similar incidents are also observed in 

Marawila beach (Samarasekara et al., 2018) and on coasts in Colombia (Rangel-Buitrago et al., 2018). 

Many shore protection activities have taken place in cell 3, and they protected the beach, maintaining net 

accretion in cell 3 during 2014 and 2020.  

 

Figure 7: The beach volume accretion in sediment (a) cell - 1, (b) cell - 2 and (c) cell - 3 in Kalpitiya 
during 26 December 2004 - 31 December 2018

11 
 

refer to accretion. Figure 7 (a), (b), and (c) show the beach volume accretion in cells 1, 2, and 3 in Kalpitiya, 

respectively. The x-axis is the linear distance of the beach, and the y-axis is the rate of beach accretion in 

the unit of m3 per year. The shoreline management activities which took place are shown under the plot of 

beach accretion (and erosion).   
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A couple of past researchers have studied the wave 
climate on the southwest coast, mainly the significant 
wave height relative to the wave direction (Sheffer & 
Frohle, 1991; Fittschen et al., 1992a; Gunaratna et al. 
2011). The sediment transportation direction of the 
southwest coast is considered as south to north by some 
researchers (Ansaf, 2011; Abeykoon et al., 2021), but the 
results of this study show that the average littoral drift is 
from north to south during 2005 and 2017. It is evident 
that the littoral drift could have been periodically changed 
southwards and northwards because the sand spit which 
the Kalu river builds periodically moves southwards and 
northwards (Bandara et al., 1987). Figure 6 shows the 
annual average sediment transport potential of littoral 
drift at the locations P1 to P7. The annual average littoral 
drift in Kalutara is predominately southwards during 
2004. 

Erosion and accretion rates in Kalpitiya and Kalutara  

Figure 7 illustrates the beach accretion (and erosion) in 
each cell in different years. The shoreline volume change 
values are given in the order of 104 m3. The negative values 
refer to erosion, and the positive values refer to accretion. 
Figure 7 (a), (b), and (c) show the beach volume accretion 
in cells 1, 2, and 3 in Kalpitiya, respectively. The x-axis is 

the linear distance of the beach, and the y-axis is the rate 
of beach accretion in the unit of m3 per year. The shoreline 
management activities which took place are shown under 
the plot of beach accretion (and erosion).  

 The most northern area in cell 1 is an accreting 
area. Beach accreted in this area at a maximum rate of 
25,000 m3/year during 2005 and 2014. The accreted 
beach slightly eroded during 2014 and 2018. Kaldakuliya 
point, which is the southern boundary of cell 2, is a 
sensitive area. Figure 8 shows satellite image photos of 
sediment accretion in the field of groynes on 11 March 
2011, 29 August 2013, and 27 December 2019. It shows 
evidence of high sedimentation sensitivity in cell 2 
(Kalpitiya peninsula). There are detached breakwaters 
and groynes which were constructed before 2004 in this 
area. Sediments accreted at the beach where the protection 
structures were constructed by eroding neighbouring 
beaches in the north because of the reduction in sediment 
in the northward littoral drift. Similar incidents are also 
observed in Marawila beach (Samarasekara et al., 2018) 
and on coasts in Colombia (Rangel-Buitrago et al., 2018). 
Many shore protection activities have taken place in cell 
3, and they protected the beach, maintaining net accretion 
in cell 3 during 2014 and 2020. 

Figure 8: Satellite image photos of sediment accretion in the field of groynes on (a) 11 March 2011, (b) 29 August 2013 and 
(c) 27 December 2019
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Figure 7: The beach volume accretion in sediment (a) cell - 1, (b) cell - 2 and (c) cell - 3 in Kalpitiya during 

26 December 2004 - 31 December 2018 

 

The most northern area in cell 1 is an accreting area. Beach accreted in this area at a maximum rate of 

25,000 m3/year during 2005 and 2014. The accreted beach slightly eroded during 2014 and 2018. 

Kaldakuliya point, which is the southern boundary of cell 2, is a sensitive area. Figure 8 shows satellite 

image photos of sediment accretion in the field of groynes on 11 March 2011, 29 August 2013, and 27 

December 2019. It shows evidence of high sedimentation sensitivity in cell 2 (Kalpitiya peninsula). There 

are detached breakwaters and groynes which were constructed before 2004 in this area. Sediments accreted 

at the beach where the protection structures were constructed by eroding neighbouring beaches in the north 

because of the reduction in sediment in the northward littoral drift. Similar incidents are also observed in 

Marawila beach (Samarasekara et al., 2018) and on coasts in Colombia (Rangel-Buitrago et al., 2018). 

Many shore protection activities have taken place in cell 3, and they protected the beach, maintaining net 

accretion in cell 3 during 2014 and 2020.  

 

Figure 9 (a) and (b) show the beach volume accretion in 
cells 4 and 5 in Kalutara, respectively. Cell 4 is bounded by 
Panadura harbour in the north and the Kalu river estuary 
in the south. Cell 4 is quite a stable coast and receives 
sediments from the Kalu River. A series of groynes were 
constructed in cell 4 during 2014 and 2018. Cell 5 is 
bounded by Beruwala harbour in the south and Kalu river 

estuary in the north. Cell 4 experienced severe erosion, 
and detached breakwaters were constructed before 2004. 
However, the tombolos were not fully developed due to 
the Indian Ocean Tsunami in 2004. Figure 9 (b) shows 
that the left-hand sides were accreted, and the right-hand 
sides were eroded at tombolos in cell 4 during 2014 and 
2018. It is evidence of the southward littoral drift.
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Impact on littoral drift at Kalpitiya and Kalutara 

The capacity of the littoral drift at nodes, shore 
accretion (and erosion), and shoreline management 
strategies during (a) 26 December 2004 – 09 August 
2010, (b) 09 August 2010 – 31 December 2014, (c) 
31 December 2014 – 31 December 2018 are shown 
in Table 1. The capacity of littoral drift is in the unit 

of m3 per year. The length of cells is different in each 
cell; therefore, the beach volume was mentioned per 
unit length. Positive (+) values denote northward drift, 
and negative (–) values denote southward drift. Beach 
volume change along the shoreline is in the unit of m3 
per year per unit length. Positive (+) values denote beach 
accretion, and negative (–) values denote coastal erosion.
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Figure 9: The beach volume accretion in sediment (a) cell - 4 and (b) cell - 5 in Kalutara during 26 December 

2004 and 31 December 2018 (Source: Google Earth Pro, Maxar Technologies). 

  
Figure 9: The beach volume accretion in sediment (a) cell - 4 and (b) cell - 5 in Kalutara during 26 December 

2004 and 31 December 2018 (Source: Google Earth Pro, Maxar Technologies).

(b)
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Kalpitiya

Node The capacity of Littoral 
drift (104 m3/year)

Cell Change of volume along the shoreline 
(105 m3/year/km)

Management activities which have 
taken place

26 December 2004–09 August 2010

A 1.05 1 -0.08 -

B 2.98

B 2.98 2 -1.32 6 Groynes are constructed

C 3.98

C 3.98 3 0.75 1 Detached breakwater is constructe

D 4.33

09 August 2010–31 December 2014

A 1.66 1 1.26 -

B 4.34

B 4.34 2 -0.43 -

C 6.38

C 6.38 3 -2.64 2 Detached breakwaters are 
constructedD 6.52

31 December 2014–31 December 2018

A 2.00 1 -0.91 -

B 4.87

B 4.87 2 0.59 -

C 7.96

C 7.96 3 0.47 2 Groynes and 2 detached 
breakwaters are constructedD 7.81

Table 1: Comparison of the capacity of littoral drift, the erosion accretion rate, and shoreline management activities have taken 
place in Kalpitiya (a) 26 December 2004–09 August 2010; (b) 09 August 2010–31 December 2014; (c) 31 December 
2014–31 December 2018

The capacity of littoral drift reduces towards the north 
along the Kalpitiya peninsula. An increase in the 
capacities can be observed in those cells. Therefore, 
erosion is predominant though the area is historically 
a beach accreting area. Two detached breakwaters 
were constructed at cell 3 during 09 August 2010 
and 31 December 2014 and it caused sedimentation 
in subsequent years. Two detached breakwaters 
were constructed in cell 3 during 09 August 2010 
and 31 December 2014. Two groynes and detached 
breakwaters were constructed in the same cell during 
31 December 2014 and 31 December 2018 by resulting 

sedimentation. The beach area was increased due to 
shoreline management activities in cell 3. The erosion 
(and accretion) is a result of the combined effect of the 
capacity of littoral drift, shoreline management, and the 
transported sediments from the south. The Kalpitiya 
peninsula is eroding at a slow pace with intensified wave 
climate. 

 Sediment transportation capacities of littoral drifts 
are also amplified in cells 5 and 6, as in the Kalutara 
beach area. The direction of littoral drift is from north 
to south. The capacity is comparatively low near the 
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Table 2: Comparison of the capacity of littoral drift, the erosion accretion rate, and shoreline management activities have taken place in 
Kalutara areas from (a) 26 December 2004 to 16 November 2010 (b) 16 November 2010 to 03 January 2015 (c) 03 January 2015 to 
08 January 2018

Kalutara

Node The capacity of Littoral 
drift (105 m3/year)

Cell Change of volume along the shoreline 
(105 m3/year/km)

Management Activities which have taken place

26 December 2004 to 16 November 2010

E -2.76 4 0.05 -

F -0.78

F -0.78 5 -0.15 1 Groyne, 4 coves, 1 revetment (250 m), and 3 
detached breakwaters are constructed

G -2.42

16 November 2010 to 03 January 2015

E -4.45 4 0.25 3 new groynes were constructed

F -1.75

F -1.75 5 0.46 Tombolos are fully developed at built detached 
breakwaters.
A new detached breakwater is constructedG -4.06

03 January 2015 to 08 January 2018

E -6.23 4 -0.34 6 Groynes are constructed

F -2.91

F -2.91 5 0.26 1 Groyne and 1 detached breakwater are 
constructed

G -5.89

Figure 10: Satellite images of a detached breakwater on 2 August 2005 and 1 January 2013 in cell 5 (Source: Google Earth 
Pro, Maxer Technologies)
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also full-grown in the evolved tombolo on 1 January 2013, where there was no beach on 2 August 2005. 26 

However, the evolved Another detached breakwater also constructed further sediment upstream and thus, 

further sediment accretion was observed during 03 January 2015 and 08 January 2018. The sediment 

accretion and erosion are more linked to shoreline management instead to wave climate change in Kalutara.  

 
Figure 10: Satellite images of a detached breakwater on 2 August 2005 and 1 January 2013 in cell 5 

(Source: Google Earth Pro, Maxer Technologies) 

 

It was identified that the wave climate in the Indian Ocean has become severe in recent years (Gupta et al., 

2015; Nurfaida & Shimozono, 2019), and this study also confirms a wave of intensified climate change. 

This study also confirms that coastal erosion (and accretion) is linked with shoreline management activities 

as well. The current erosion management activities in Kalutara and Kalpitiya are successful in coast 

protection. Lack of sediment supply from rivers and streams is the main reason for coastal erosion on the 

western coast of Sri Lanka (CCD, 2003; Samarawikrama et al., 2009; Wickramaarachchi, 2012; 

Samarasekara et al., 2018); thus, both Kalpitiya and Kalutara also experience coastal erosion. Therefore, 

coastal erosion can only be controlled by combined protection using beach nourishment with hard structures 

such as detached breakwaters. Beach nourishment combined with hard structures has been successful in Sri 

Lanka (Ratnayake et al., 2019; Ratnayakage et al., 2020), Thailand (Saengsupavanich, 2013), and Italy 

(Pranzini, 2018).  

 

4. CONCLUSION  

 

The sediment transportation capacity of littoral drift was measured between 2007 and 2017. The wave 

climate becomes rough during the southwest monsoon period on the western and southern coasts and the 

northeast monsoon period on the eastern coast. As a result, the capacity of littoral drift on the southwest 
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river mouth. Cell 4 is an accreting area as the capacity 
of littoral drift reduces towards the south. However, cell 
4 eroded with the intensified wave climate. Therefore, 
revetment and a field of groynes were constructed by 
CC&CRMD to protect the shoreline during 26 December 
2004 and 16 November 2010. December 2004 is the date 
of the Indian Ocean Tsunami. Revetments, groynes, and 
detached breakwaters were constructed during 2004 
and 2010; as a result, the shore was accreted during 16 
November 2010 and 03 January 2015. Figure 10 shows a 
satellite image of the detached breakwater in cell 5, and 
vegetation is also full-grown in the evolved tombolo on 
1 January 2013, where there was no beach on 2 August 
2005. Another detached breakwater also constructed 
further sediment upstream and thus, further sediment 
accretion was observed during 03 January 2015 and 08 
January 2018. The sediment accretion and erosion are 
more linked to shoreline management instead to wave 
climate change in Kalutara. 

 It was identified that the wave climate in the Indian 
Ocean has become severe in recent years (Gupta et al., 
2015; Nurfaida & Shimozono, 2019), and this study also 
confirms a wave of intensified climate change. This study 
also confirms that coastal erosion (and accretion) is linked 
with shoreline management activities as well. The current 
erosion management activities in Kalutara and Kalpitiya 
are successful in coast protection. Lack of sediment 
supply from rivers and streams is the main reason for 
coastal erosion on the western coast of Sri Lanka (CCD, 
2003; Samarawikrama et al., 2009; Wickramaarachchi, 
2012; Samarasekara et al., 2018); thus, both Kalpitiya 
and Kalutara also experience coastal erosion. Therefore, 
coastal erosion can only be controlled by combined 
protection using beach nourishment with hard structures 
such as detached breakwaters. Beach nourishment 
combined with hard structures has been successful in 
Sri Lanka (Ratnayake et al., 2019; Ratnayakage et al., 
2020), Thailand (Saengsupavanich, 2013), and Italy 
(Pranzini, 2018). 

CONCLUSION 

The sediment transportation capacity of littoral drift was 
measured between 2007 and 2017. The wave climate 
becomes rough during the southwest monsoon period 
on the western and southern coasts and the northeast 
monsoon period on the eastern coast. As a result, the 
capacity of littoral drift on the southwest coast is the 
largest among all coasts. Those values are relatively 
small in the Yala and Kalpitiya areas, and thus those 
areas became major sediment accretion areas. However, 

the Kalplitiya peninsula is slowly eroding with the 
intensified wave climate. The average wave direction 
periodically changes between west and west-south-west, 
and the littoral drift was predominantly southwards at 
the Kalutara coast from 2007 to 2017. Beaches in both 
Kalutara and Kalpitiya generally erode, but the beaches 
accrete where detached breakwaters are constructed as 
a shoreline protection measure. Beaches erode as an 
integrated effect of shoreline management, wave climate 
change, and reduction of river sediment supply. The 
reality of coastal erosion is more complex, and more 
studies are required to identify the causes of erosion 
and accretion based on hydraulic model studies and 
numerical estimation. However, this study provides an 
empirical framework to verify the results of numerical 
studies where there are no observed results. As a result of 
the erosion, the tourism-based and fishing communities 
would be heavily affected due to the loss of valuable 
beaches. Wave climate change-induced coastal erosion 
cannot be evident, and thus, a sufficient budget needs to 
be allocated to protect the shoreline of Sri Lanka.
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Abstract: Tuberculosis (TB) is one of the deadliest infectious 
diseases which is caused by the Mycobacterium tuberculosis. A 
group of first line anti-TB drugs namely isoniazid, rifampicin, 
pyrazinamide and ethambutol have been accepted for the 
treatment of drug susceptible tuberculosis. A topological 
index is a molecular structure descriptor which is a numerical 
value associated with chemical constitution for correlation of 
a chemical structure with its properties. The aim of this work 
is to investigate some degree-based topological indices for the 
above-mentioned anti-TB drugs using a polynomial approach. 
The molecular graphs of these anti-TB drugs structures 
were used to derive the M-Polynomials and then the derived 
formulas were used to calculate topological indices of the 
respective structures. This research could facilitate the design 
of new medicines against these pathogenic bacteria. 

Keywords: Anti-TB drugs, M-polynomial, Randić index, 
topological indices, tuberculosis, Zagreb index.

INTRODUCTION 

Tuberculosis (TB) is one of the deadliest infectious 
diseases, responsible for millions of deaths annually in the 
globe (Floyd et al., 2018). The German Microbiologist, 
Robert Koch declared in 1882 that the TB is an airborne 
disease which caused by the rod shaped bacillus called 
Mycobacterium tuberculosis (MTB) (Cambau & 

Drancourt, 2014). This bacterium usually affects the 
lungs leading to severe coughing, fever, and chest pains; 
however, it can affect other organs in the body (except 
nails and hair) as well (Comas & Gagneux, 2009). TB 
is an airborne infection, and these bacilli are expelled 
into the air in the form of tiny droplet when the infected 
patients coughs, sneezes, or laughs, and these droplets 
may remain suspended in the air for several hours 
(Keshavjee & Farmer, 2012). The infection process 
typically occurs after long and repeated exposure to 
infected individuals via inhalation of these droplets into 
the lungs (Feng et al., 2020). According to the World 
Health Organisation (WHO), an untreated TB patient 
can infect 10–15 persons over the course of one year 
(WHO, 2002). Early diagnosis and effective treatment 
are the major challenges in controlling TB globally. A 
standard TB treatment regime has been recommended 
by the WHO, and active tuberculosis is treated with 
first line drugs which include isoniazid, rifampicin, 
pyrazinamide, and ethambutol for two months (British 
Thoracic Society, 1984). These anti TB drugs act as 
bactericidal or bacteriostatic agents against MTB by 
effecting inhibition of their cell wall, protein synthesis 
inhibition, nucleic acid inhibition or inhibition of the 
membrane energy metabolism. (Ma et al., 2010: Favrot 
& Ronning 2012).  

Computational chemistry
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Synthesizing a drug molecule with desired properties is 
the key for targeting specific diseases (Gao et al., 2016; 
Zheng et al., 2019). Therefore, studying the properties 
of drug molecule is important in drug design. These 
properties of the compound could be interpreted by 
using well known topological indices in molecular graph 
theory or molecular topology. 

 Currently many researchers are focusing on calcu-
lating the topological indices for the chemical structures 
used in various applications to overcome the painstak-
ing approach of computing a certain type of index of a 
specific category of graphs (Mobeen et al., 2016: Zuo 
et al., 2020).  Furthermore, the role of topological indi-
ces in drug design research has been reported by various 
scientists (Rouvray, 1973; Estrada & Uriarte, 2001; Es-
trada et al., 2003; Gálvez et al., 2012; Zanni et al., 2015).  
Therefore, the study of topological indices of essential 
first line anti-TB drugs namely isoniazid, rifampicin, 
pyrazinamide, and ethambutol is important to evaluate 
their properties. 
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et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 
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The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 

Reference

First Zagreb index

3 
 

The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 

3 
 

The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 

Gutman & Trinajstić, 1972

Second Zagreb index
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The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 

3 
 

The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 
Gutman & Trinajstić, 1972

Second modified Zagreb 

3 
 

The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 

3 
 

The Randić index and the Zagreb index are the mostly studied type of degree-based topological indices in 

drug design (Gao et al., 2013: Nilanjan De, 2018; Jude et al., 2019; Jude et al., 2020). The well-known 

Zagreb index which is the oldest degree-based topological indices was introduced by Gutman and 

Trinajstić in 1972 during the analysis of the structure-dependency of total 𝜋𝜋-electron energy in 1972 

(Gutman & Trinajstić, 1972). The Zagreb index is presented in two different formats as the first Zagreb 

index, 𝑀𝑀�(𝐺𝐺), and the second Zagreb index,  𝑀𝑀�(𝐺𝐺). The second modified Zagreb index, 𝑀𝑀�(𝐺𝐺)� , was 

introduced by Hao in 2011 (Hao, 2011). 

Another oldest degree-based topological index called the Randić index, 𝑅𝑅(𝐺𝐺), was introduced by Milan 

Randić in 1975 (Randić, 1975). Another format of the Randić index called the generalized Randi´c index, 

𝑅𝑅�(𝐺𝐺), was introduced in 1998 by Bollobs and Erds (1998) and Amic et al. (1998) independently (here 𝛼𝛼 

is an arbitrary real number). This has been studied extensively by both chemists and mathematicians (Hu 

et al., 2005) and the mathematical properties have been discussed in (Caporossi et al., 2005). When 

substituting 𝛼𝛼 𝛼 𝛼𝛼𝛼𝛼 in this formula, the (original) Randi´c index could be obtained. 

There are many topological indices introduced and studied by mathematical chemists. Symmetric division 

degree index (or simply sdd-index), SDD(G) , was proposed by Vukičević (2010) as a remarkable 

predictor of total surface area of polychlorobiphenyls. The Forgotten topological index, F(G) , was 

proposed by Furtula and Gutman in 2015 which is quite helpful for pharmaceutical and medical scientists 

to grasp the biological and chemical characteristics of new drugs (Gao et al., 2016). Harmonic index, 

H(G), was proposed by Fajtlowicz (1987) as another variant of the Randić index. The inverse sum index 

index, I(G), was proposed by Balban (1982) and that is a significant predictor of the total surface area of 

octane isomers. Augmented Zagreb index, A(G), was introduced by Furtula et al. (2010) for computing 

heat formation of alkanes. 

The definition for the above-described degree-based topological indices are expressed by 𝐷𝐷(𝐺𝐺) 𝛼

∑ 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�)��∈�(�) , where the function 𝑓𝑓(𝑓𝑓�, 𝑓𝑓�) for each of the topological indices are given in the 

Table 1:  

Table 1: Description of some of the degree based topological indices. 

Topological index Notation 𝒇𝒇(𝒅𝒅𝒖𝒖, 𝒅𝒅𝒗𝒗) Reference 

First Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓� + 𝑓𝑓� Gutman & Trinajstić, 1972 

Second Zagreb index 𝑀𝑀�(𝐺𝐺) 𝑓𝑓�𝑓𝑓� Gutman & Trinajstić, 1972 

Second modified Zagreb  𝑀𝑀�(𝐺𝐺)�  𝛼
𝑓𝑓�𝑓𝑓�

 Hao, 2011 
Hao, 2011

Generalized Randić  index

4 
 

Generalized Randić  index 𝑅𝑅�(𝐺𝐺) (𝑑𝑑�𝑑𝑑�)� Amic et al., 1998; Bollobás & 

Erdös 1998  

Randić index 𝑅𝑅(𝐺𝐺) 𝑅𝑅��/�(𝐺𝐺) 1

�𝑑𝑑�𝑑𝑑�
 Randić, 1975 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) 𝑑𝑑�
� + 𝑑𝑑�

�

𝑑𝑑�𝑑𝑑�
 

Vukicevic, 2010 

Forgotten topological index 𝐹𝐹(𝐺𝐺) 𝑑𝑑�
� + 𝑑𝑑�

� Furtula & Gutman, 2015 

Harmonic index 𝐻𝐻(𝐺𝐺) 2
𝑑𝑑� + 𝑑𝑑�

 Fajtlowicz, 1987 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑑𝑑�𝑑𝑑�

𝑑𝑑� + 𝑑𝑑�
 

Balaban, 1982 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 
�

𝑑𝑑�𝑑𝑑�

𝑑𝑑� + 𝑑𝑑�
�

�

 
Furtula et al., 2010 

 

The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    

𝑀𝑀(𝐺𝐺) 𝐺 � 𝑚𝑚��(𝐺𝐺)𝐺𝐺�𝑦𝑦�

���

𝑉 

where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  

Table 2: The derivation of some degree-based topological indices from M-polynomial (Deutsch & 
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above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    

𝑀𝑀(𝐺𝐺) 𝐺 � 𝑚𝑚��(𝐺𝐺)𝐺𝐺�𝑦𝑦�
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where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  
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Table 1: Description of some of the degree based topological indices.

Table 2: The derivation of some degree-based topological indices from the 
M-polynomial (Deutsch & Klavzar, 2015). 
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    

𝑀𝑀(𝐺𝐺) 𝐺 � 𝑚𝑚��(𝐺𝐺)𝐺𝐺�𝑦𝑦�
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where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  

Table 2: The derivation of some degree-based topological indices from M-polynomial (Deutsch & 

Klavzar, 2015).  
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    
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where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  

Table 2: The derivation of some degree-based topological indices from M-polynomial (Deutsch & 

Klavzar, 2015).  
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    

𝑀𝑀(𝐺𝐺) 𝐺 � 𝑚𝑚��(𝐺𝐺)𝐺𝐺�𝑦𝑦�
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where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  

Table 2: The derivation of some degree-based topological indices from M-polynomial (Deutsch & 

Klavzar, 2015).  
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 

For instance, the first derivative of the Hosoya polynomial (Hosoya, 1988) could be used to compute the 

Wiener index.  For computing the degree-based topological indices, the M-polynomial, introduced by 

Deutsch and Klavzar in 2015, is used. For a graph 𝐺𝐺 𝐺 𝐺𝐺(𝑉𝑉𝑉 𝑉𝑉)𝑉 the M-polynomial is defined by    
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where 𝑚𝑚��(𝐺𝐺)𝑉   𝑖𝑖𝑉 𝑖𝑖 𝑖 1 is the number of edges 𝑒𝑒 𝐺 𝑒𝑒𝑒𝑒 of 𝐺𝐺 such that {𝑑𝑑�𝑉 𝑑𝑑�} 𝐺 {𝑖𝑖𝑉 𝑖𝑖}, 𝑒𝑒𝑉 𝑒𝑒 𝑢 𝑉𝑉(𝐺𝐺). The 

above-described topological indices could be calculated using the respective derivation formula of the M-

polynomial 𝑀𝑀(𝐺𝐺) given in the Table 2:  
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The topological indices could be calculated by direct calculation or by using the algebraic polynomials. 
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�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 

plane of the drawing surface. In molecular graph theory, all these bonds are considered as single edge for 

the calculation except the bond with the Hydrogen. Furthermore, the multiple edges are treated as single 

edge in molecular graph theory.  We calculated the topological indices using the derivation formula for 

the respective M-Polynomial. MATLAB is used to sketch 𝑀𝑀(𝐺𝐺).  

Symmetric division deg index 

5 
 

Randić index 𝑅𝑅��
�� (𝐺𝐺) 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) �𝑆𝑆�𝑆𝑆� + 𝑆𝑆�𝑆𝑆���𝑀𝑀(𝐺𝐺)��
�����

 

Forgotten topological index 𝐹𝐹(𝐺𝐺) �𝑆𝑆�
� + 𝑆𝑆�

���𝑀𝑀(𝐺𝐺)��
�����

 

Harmonic index 𝐻𝐻(𝐺𝐺) 2𝑆𝑆�𝐽𝐽�𝑀𝑀(𝐺𝐺)������� 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑆𝑆�𝐽𝐽𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)��
�����

 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝑆𝑆�

�𝑆𝑆�
��𝑀𝑀(𝐺𝐺)��

�����
 

Here, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑥𝑥 ��(�,�)
��

, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑦𝑦 ��(�,�)
��

,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑,  

𝑆𝑆�
� = ∑ 𝑛𝑛�

�
� 𝑘𝑘�𝑥𝑥��𝑦𝑦��  here 𝑆𝑆� = ∑ 𝑘𝑘�𝑥𝑥��� 𝑦𝑦��,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)

�
�

� 𝑑𝑑𝑑𝑑, 𝐽𝐽�𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑓𝑓(𝑥𝑥, 𝑥𝑥),   

𝑆𝑆�𝐽𝐽 = 𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑥𝑥)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 

plane of the drawing surface. In molecular graph theory, all these bonds are considered as single edge for 

the calculation except the bond with the Hydrogen. Furthermore, the multiple edges are treated as single 

edge in molecular graph theory.  We calculated the topological indices using the derivation formula for 

the respective M-Polynomial. MATLAB is used to sketch 𝑀𝑀(𝐺𝐺).  

5 
 

Randić index 𝑅𝑅��
�� (𝐺𝐺) 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) �𝑆𝑆�𝑆𝑆� + 𝑆𝑆�𝑆𝑆���𝑀𝑀(𝐺𝐺)��
�����

 

Forgotten topological index 𝐹𝐹(𝐺𝐺) �𝑆𝑆�
� + 𝑆𝑆�

���𝑀𝑀(𝐺𝐺)��
�����

 

Harmonic index 𝐻𝐻(𝐺𝐺) 2𝑆𝑆�𝐽𝐽�𝑀𝑀(𝐺𝐺)������� 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑆𝑆�𝐽𝐽𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)��
�����

 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝑆𝑆�

�𝑆𝑆�
��𝑀𝑀(𝐺𝐺)��

�����
 

Here, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑥𝑥 ��(�,�)
��

, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑦𝑦 ��(�,�)
��

,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑,  

𝑆𝑆�
� = ∑ 𝑛𝑛�

�
� 𝑘𝑘�𝑥𝑥��𝑦𝑦��  here 𝑆𝑆� = ∑ 𝑘𝑘�𝑥𝑥��� 𝑦𝑦��,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)

�
�

� 𝑑𝑑𝑑𝑑, 𝐽𝐽�𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑓𝑓(𝑥𝑥, 𝑥𝑥),   

𝑆𝑆�𝐽𝐽 = 𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑥𝑥)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 

plane of the drawing surface. In molecular graph theory, all these bonds are considered as single edge for 

the calculation except the bond with the Hydrogen. Furthermore, the multiple edges are treated as single 

edge in molecular graph theory.  We calculated the topological indices using the derivation formula for 

the respective M-Polynomial. MATLAB is used to sketch 𝑀𝑀(𝐺𝐺).  

Forgotten topological index

5 
 

Randić index 𝑅𝑅��
�� (𝐺𝐺) 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) �𝑆𝑆�𝑆𝑆� + 𝑆𝑆�𝑆𝑆���𝑀𝑀(𝐺𝐺)��
�����

 

Forgotten topological index 𝐹𝐹(𝐺𝐺) �𝑆𝑆�
� + 𝑆𝑆�

���𝑀𝑀(𝐺𝐺)��
�����

 

Harmonic index 𝐻𝐻(𝐺𝐺) 2𝑆𝑆�𝐽𝐽�𝑀𝑀(𝐺𝐺)������� 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑆𝑆�𝐽𝐽𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)��
�����

 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝑆𝑆�

�𝑆𝑆�
��𝑀𝑀(𝐺𝐺)��

�����
 

Here, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑥𝑥 ��(�,�)
��

, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑦𝑦 ��(�,�)
��

,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑,  

𝑆𝑆�
� = ∑ 𝑛𝑛�

�
� 𝑘𝑘�𝑥𝑥��𝑦𝑦��  here 𝑆𝑆� = ∑ 𝑘𝑘�𝑥𝑥��� 𝑦𝑦��,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)

�
�

� 𝑑𝑑𝑑𝑑, 𝐽𝐽�𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑓𝑓(𝑥𝑥, 𝑥𝑥),   

𝑆𝑆�𝐽𝐽 = 𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑥𝑥)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 

plane of the drawing surface. In molecular graph theory, all these bonds are considered as single edge for 

the calculation except the bond with the Hydrogen. Furthermore, the multiple edges are treated as single 

edge in molecular graph theory.  We calculated the topological indices using the derivation formula for 

the respective M-Polynomial. MATLAB is used to sketch 𝑀𝑀(𝐺𝐺).  

5 
 

Randić index 𝑅𝑅��
�� (𝐺𝐺) 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) �𝑆𝑆�𝑆𝑆� + 𝑆𝑆�𝑆𝑆���𝑀𝑀(𝐺𝐺)��
�����

 

Forgotten topological index 𝐹𝐹(𝐺𝐺) �𝑆𝑆�
� + 𝑆𝑆�

���𝑀𝑀(𝐺𝐺)��
�����

 

Harmonic index 𝐻𝐻(𝐺𝐺) 2𝑆𝑆�𝐽𝐽�𝑀𝑀(𝐺𝐺)������� 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑆𝑆�𝐽𝐽𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)��
�����

 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝑆𝑆�

�𝑆𝑆�
��𝑀𝑀(𝐺𝐺)��

�����
 

Here, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑥𝑥 ��(�,�)
��

, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑦𝑦 ��(�,�)
��

,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑,  

𝑆𝑆�
� = ∑ 𝑛𝑛�

�
� 𝑘𝑘�𝑥𝑥��𝑦𝑦��  here 𝑆𝑆� = ∑ 𝑘𝑘�𝑥𝑥��� 𝑦𝑦��,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)

�
�

� 𝑑𝑑𝑑𝑑, 𝐽𝐽�𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑓𝑓(𝑥𝑥, 𝑥𝑥),   

𝑆𝑆�𝐽𝐽 = 𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑥𝑥)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 

plane of the drawing surface. In molecular graph theory, all these bonds are considered as single edge for 

the calculation except the bond with the Hydrogen. Furthermore, the multiple edges are treated as single 

edge in molecular graph theory.  We calculated the topological indices using the derivation formula for 

the respective M-Polynomial. MATLAB is used to sketch 𝑀𝑀(𝐺𝐺).  

Harmonic index
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Randić index 𝑅𝑅��
�� (𝐺𝐺) 

Symmetric division deg index  𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) �𝑆𝑆�𝑆𝑆� + 𝑆𝑆�𝑆𝑆���𝑀𝑀(𝐺𝐺)��
�����

 

Forgotten topological index 𝐹𝐹(𝐺𝐺) �𝑆𝑆�
� + 𝑆𝑆�

���𝑀𝑀(𝐺𝐺)��
�����

 

Harmonic index 𝐻𝐻(𝐺𝐺) 2𝑆𝑆�𝐽𝐽�𝑀𝑀(𝐺𝐺)������� 

Inverse sum indeg index 𝐼𝐼(𝐺𝐺) 𝑆𝑆�𝐽𝐽𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)��
�����

 

Augmented Zagreb index 𝐴𝐴(𝐺𝐺) 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝑆𝑆�

�𝑆𝑆�
��𝑀𝑀(𝐺𝐺)��

�����
 

Here, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑥𝑥 ��(�,�)
��

, 𝑆𝑆��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� =  𝑦𝑦 ��(�,�)
��

,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑,  

𝑆𝑆�
� = ∑ 𝑛𝑛�

�
� 𝑘𝑘�𝑥𝑥��𝑦𝑦��  here 𝑆𝑆� = ∑ 𝑘𝑘�𝑥𝑥��� 𝑦𝑦��,  𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑦𝑦)) =  ∫ �(�,�)

�
�

� 𝑑𝑑𝑑𝑑, 𝐽𝐽�𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑓𝑓(𝑥𝑥, 𝑥𝑥),   

𝑆𝑆�𝐽𝐽 = 𝑆𝑆�(𝑓𝑓(𝑥𝑥, 𝑥𝑥)) =  ∫ �(�,�)
�

�
� 𝑑𝑑𝑑𝑑, and 𝑄𝑄��𝑓𝑓(𝑥𝑥, 𝑦𝑦)� = 𝑥𝑥�𝑓𝑓(𝑥𝑥, 𝑦𝑦). 

In this study, we calculate some of the well-known degree based topological indices (expressed in the 

above table) using the M-polynomial for the first line anti-TB drugs namely isoniazid, rifampicin, 

pyrazinamide and ethambutol.  

 

Materials and Methods  

In this paper, we considered four anti-TB drugs namely isoniazid, rifampicin, pyrazinamide and 

ethambutol and calculated their topological indices. The molecular graphs of these drug structures were 

used to derive the M-Polynomials and then the derived formulas were used to calculate topological 

indices of the respective structures. The calculated topological indices are given in Table 2.  

The edge sets were portioned by observing the molecular graph of a structure and find the 𝑀𝑀-Polynomial. 

We denote 𝐸𝐸(𝑖𝑖, 𝑗𝑗)  be the set of edge partition of the graph 𝐺𝐺 , where 𝐸𝐸(𝑖𝑖, 𝑗𝑗) = {𝑢𝑢𝑢𝑢 ∈ 𝐸𝐸(𝐺𝐺): 𝑑𝑑� =

𝑖𝑖 and 𝑑𝑑� = 𝑗𝑗}. In a molecular representation (in a molecular structure), a dashed line indicates that the 

bond is extending behind the plane of the drawing surface; a bold-wedged line indicates that the bond is 

protruding out from the plane of the drawing surface and a solid line indicates that the bond exists in the 
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Theorem 1: Let 𝐺𝐺 be the molecular graph of isoniazid. Then the 𝑀𝑀-Polynomial of isoniazid is given by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of isoniazid which has 10 numbers of edges.  

Let 𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) be the set of edge partition with the degree of end vertices 𝐸𝐸𝐸 𝐸𝐸.  

i.e., 𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒 𝑒 𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑑𝑑� = 𝐸𝐸} . By observing the structure, we inferred four 

partitions of the edge set as follows: 

𝐸𝐸(1𝐸2) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1𝑖𝑎𝑎𝑎𝑎𝑑𝑑𝑖𝑑𝑑� = 2}, 𝐸𝐸(1𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1𝑖𝑎𝑎𝑎𝑎𝑑𝑑𝑖𝑑𝑑� = 3} , 𝐸𝐸(2𝐸2) =

{𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 𝑖𝑑𝑑� = 2} ,  𝐸𝐸(2𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝑒𝑒𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2𝑖𝑎𝑎𝑎𝑎𝑑𝑑𝑖𝑑𝑑� = 3}  and 𝐸𝐸(3𝐸3) = {𝑒𝑒 =

𝑒𝑒𝑒𝑒𝑒𝑒𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3𝑖𝑎𝑎𝑎𝑎𝑑𝑑𝑖𝑑𝑑� = 3}, 

Also we get |𝐸𝐸(1𝐸2)| = 1, |𝐸𝐸(1𝐸3)| = 1𝐸𝑖 |𝐸𝐸(2𝐸2)| = 4, |𝐸𝐸(2𝐸3)| = 3 and |𝐸𝐸(3𝐸3)| = 1𝑖. Therefore, the 𝑀𝑀 

the 𝑀𝑀-polynomial of the molecular graph of isoniazid is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Theorem 2: Let 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

 be the molecular graph of isoniazid. 
Then, the first Zagreb index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

, second Zagreb 
index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

   second modified Zagreb index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

 
generalized Randić index, 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

 Randić index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��
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 (which is actually 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

 ), symmetric division 
degree index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

, forgotten topological index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

 
harmonic index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = �

√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = ��
�
. 

7. 𝐹𝐹(𝐺𝐺) = 104. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = ����
��

. 

, inverse sum index index 
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Figure 2: Potting of 𝑀𝑀-polynomial for isoniazid 

 

Theorem 2: Let 𝐺𝐺  be the molecular graph of isoniazid. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 
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Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of isoniazid. Then we get the following: 

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�.  

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 16𝑥𝑥�𝑥𝑥� + 18𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + �
�
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𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 19𝑥𝑥� + 18𝑥𝑥� + 9𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� =
2
3

𝑥𝑥� +
19
4

𝑥𝑥� +
18
5

𝑥𝑥� +
9
6

𝑥𝑥� 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 27𝑥𝑥𝑥𝑥� + 256𝑥𝑥�𝑥𝑥� + 648𝑥𝑥�𝑥𝑥� + 729𝑥𝑥�𝑥𝑥�. 

𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑄𝑄��𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + ���

�
𝑥𝑥� + 24𝑥𝑥� + ���

��
𝑥𝑥�. 
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Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of isoniazid. Then we get the following: 

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�.  

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 16𝑥𝑥�𝑥𝑥� + 18𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(2)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(3)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(4)�𝑥𝑥�𝑥𝑥� + 3(6)�𝑥𝑥�𝑥𝑥� + (9)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝐽𝐽�𝑀𝑀(𝐺𝐺)� = 𝑥𝑥� + 5𝑥𝑥� + 3𝑥𝑥� + 𝑥𝑥�. 

𝑆𝑆� 𝐽𝐽�𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥�. 

𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 19𝑥𝑥� + 18𝑥𝑥� + 9𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� =
2
3

𝑥𝑥� +
19
4

𝑥𝑥� +
18
5

𝑥𝑥� +
9
6

𝑥𝑥� 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 27𝑥𝑥𝑥𝑥� + 256𝑥𝑥�𝑥𝑥� + 648𝑥𝑥�𝑥𝑥� + 729𝑥𝑥�𝑥𝑥�. 

𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑄𝑄��𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + ���

�
𝑥𝑥� + 24𝑥𝑥� + ���

��
𝑥𝑥�. 

.
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Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of isoniazid. Then we get the following: 

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�.  

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 16𝑥𝑥�𝑥𝑥� + 18𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(2)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(3)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(4)�𝑥𝑥�𝑥𝑥� + 3(6)�𝑥𝑥�𝑥𝑥� + (9)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝐽𝐽�𝑀𝑀(𝐺𝐺)� = 𝑥𝑥� + 5𝑥𝑥� + 3𝑥𝑥� + 𝑥𝑥�. 

𝑆𝑆� 𝐽𝐽�𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥�. 

𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 19𝑥𝑥� + 18𝑥𝑥� + 9𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� =
2
3

𝑥𝑥� +
19
4

𝑥𝑥� +
18
5

𝑥𝑥� +
9
6

𝑥𝑥� 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 27𝑥𝑥𝑥𝑥� + 256𝑥𝑥�𝑥𝑥� + 648𝑥𝑥�𝑥𝑥� + 729𝑥𝑥�𝑥𝑥�. 

𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑄𝑄��𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + ���

�
𝑥𝑥� + 24𝑥𝑥� + ���

��
𝑥𝑥�. 
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Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of isoniazid. Then we get the following: 

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�.  

𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 16𝑥𝑥�𝑥𝑥� + 18𝑥𝑥�𝑥𝑥� + 9𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(2)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(3)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(4)�𝑥𝑥�𝑥𝑥� + 3(6)�𝑥𝑥�𝑥𝑥� + (9)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝐽𝐽�𝑀𝑀(𝐺𝐺)� = 𝑥𝑥� + 5𝑥𝑥� + 3𝑥𝑥� + 𝑥𝑥�. 

𝑆𝑆� 𝐽𝐽�𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥�. 

𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 19𝑥𝑥� + 18𝑥𝑥� + 9𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� =
2
3

𝑥𝑥� +
19
4

𝑥𝑥� +
18
5

𝑥𝑥� +
9
6

𝑥𝑥� 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 27𝑥𝑥𝑥𝑥� + 256𝑥𝑥�𝑥𝑥� + 648𝑥𝑥�𝑥𝑥� + 729𝑥𝑥�𝑥𝑥�. 

𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 
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𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(2)�𝑥𝑥�𝑥𝑥� + 3(3)�𝑥𝑥�𝑥𝑥� + (3)�𝑥𝑥�𝑥𝑥�. 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 2�𝑥𝑥𝑥𝑥� + 3�𝑥𝑥𝑥𝑥� + 4(4)�𝑥𝑥�𝑥𝑥� + 3(6)�𝑥𝑥�𝑥𝑥� + (9)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 3𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

𝐽𝐽�𝑀𝑀(𝐺𝐺)� = 𝑥𝑥� + 5𝑥𝑥� + 3𝑥𝑥� + 𝑥𝑥�. 

𝑆𝑆� 𝐽𝐽�𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥� + �
�

𝑥𝑥�. 

𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 19𝑥𝑥� + 18𝑥𝑥� + 9𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� =
2
3

𝑥𝑥� +
19
4

𝑥𝑥� +
18
5

𝑥𝑥� +
9
6

𝑥𝑥� 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 27𝑥𝑥𝑥𝑥� + 256𝑥𝑥�𝑥𝑥� + 648𝑥𝑥�𝑥𝑥� + 729𝑥𝑥�𝑥𝑥�. 

𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑄𝑄��𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + 283𝑥𝑥� + 648𝑥𝑥� + 729𝑥𝑥�. 

𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + ���

�
𝑥𝑥� + 24𝑥𝑥� + ���

��
𝑥𝑥�. 

By using the derived formulas of the M-polynomial, we 
find,

1. 
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  

2. 

9 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  

3. 
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  

4. 
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  

5. 
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�
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Theorem 3: Let G be the molecular graph of rifampicin. 
Then the M-Polynomial of rifampicin is given by,
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By observing the structure, we inferred eight partitions of the edge set as follows: 
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|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 
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index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 
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index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

Theorem 4: Let 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 

 

 

Theorem 4: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 

 

 

Theorem 4: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 

 

 

Theorem 4: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

 second modified Zagreb index 

10 
 

By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 
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index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten ), symmetric division 
degree index 
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

, 
harmonic index 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

, inverse sum index index 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

, and 
the augmented Zagreb index  are given by

1. 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

2. 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���
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4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
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. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 
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3. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�
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+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

Proof: Let 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 be the M-polynomial of the molecular 
graph of rifampicin. Then we get the following:
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 44. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 48. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 2� + 3� + 4(4)� + 3(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� =

�
√�
+ �

√�
+ �

√�
+ �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� =
��
�

. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 104. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� =
����
��

. 

Now we considered the molecular graph of Rifampicin (Figure 3).   

 

Figure 3: Molecular graph of Rifampicin 

 

Theorem 3: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Rifampicin which has 63 numbers of edges.  

Figure 3: Molecular graph of rifampicin
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By observing the structure, we inferred eight partitions of the edge set as follows: 

𝐸𝐸(1,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(1,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3},  

𝐸𝐸(1,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}, 𝐸𝐸(2,2) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 3}, 𝐸𝐸(2,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4},  

𝐸𝐸(3,3) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 3}, and 𝐸𝐸(3,4) = {𝑒𝑒 = 𝑢𝑢𝑢𝑢𝑢𝑢𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 3 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 4}. 

Also we get  |𝐸𝐸(1,2)| = 1, |𝐸𝐸(1,3)| = 16,  |𝐸𝐸(1,4)| = 1, |𝐸𝐸(2,2)| = 5 ,  |𝐸𝐸(2,3)�| = 17  , |𝐸𝐸(2,4)| = 1 , 

|𝐸𝐸(3,3)| = 20 and |𝐸𝐸(3,4)| = 1. . 

Therefore, the 𝑀𝑀-polynomial of the structure of Rifampicin is 

𝑀𝑀(𝐺𝐺) = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + 17𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

 

Figure 4: Potting of 𝑀𝑀-polynomial for Rifampicin 

 

 

Theorem 4: Let 𝐺𝐺 be the molecular graph of Rifampicin. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

Figure 4: Plotting of M-polynomial for rifampicin
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 
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topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 
11 

 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

.

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

.

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 
 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 
 

11 
 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = ���

��
. 

4. 𝑅𝑅�(𝐺𝐺) = (2)� + 16(3)� + 6(4)� + 17(6)� + 2(8)� + 20(9)� + (12)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ ��
�√�

+ ��
√�

+ ��
�

. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 154. 

7. 𝐹𝐹(𝐺𝐺) = 868. 

8.  𝐻𝐻(𝐺𝐺) = ���
��

. 

9.  𝐼𝐼(𝐺𝐺) = ����
���

. 

10.  𝐴𝐴(𝐺𝐺) = 102 + ����
�� + �����

�� + ����
�� . 

Proof: Let 𝑀𝑀(𝐺𝐺) be the 𝑀𝑀-polynomial of the molecular graph of Rifampicin. Then we get the following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 34𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 10𝑥𝑥�𝑥𝑥� + 51𝑥𝑥�𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 60𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + 102𝑥𝑥�𝑥𝑥� + 16𝑥𝑥� 𝑥𝑥� + 180𝑥𝑥�𝑥𝑥� + 12𝑥𝑥�𝑥𝑥� 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�.  

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + �
��

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = 𝑥𝑥𝑥𝑥� + 16𝑥𝑥𝑥𝑥� + 𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(2)�𝑥𝑥�𝑥𝑥� + 2(2)�𝑥𝑥�𝑥𝑥� + 20(3)�𝑥𝑥�𝑥𝑥�

+ (3)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(2)�𝑥𝑥�𝑥𝑥� + 17(3)�𝑥𝑥�𝑥𝑥� + 2(4)�𝑥𝑥�𝑥𝑥�

+ 20(3)�𝑥𝑥�𝑥𝑥� + (4)�𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�
�𝑆𝑆�

��𝑀𝑀(𝐺𝐺)� = (2)�𝑥𝑥𝑥𝑥� + 16(3)�𝑥𝑥𝑥𝑥� + (4)�𝑥𝑥𝑥𝑥� + 5(4)�𝑥𝑥�𝑥𝑥� + 17(6)�𝑥𝑥�𝑥𝑥� + 2(8)�𝑥𝑥�𝑥𝑥�

+ 20(9)�𝑥𝑥�𝑥𝑥� + (12)�𝑥𝑥�𝑥𝑥�. 

12 
 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 48𝑥𝑥𝑥𝑥� + 4𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥𝑥𝑥� + ��
�

𝑥𝑥𝑥𝑥� + �
�

𝑥𝑥𝑥𝑥� + 5𝑥𝑥�𝑥𝑥� + ��
�

𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥� + 20𝑥𝑥�𝑥𝑥� + �
�

𝑥𝑥�𝑥𝑥�. 

𝐽𝐽�𝑀𝑀(𝐺𝐺)� = 𝑥𝑥� + 21𝑥𝑥� + 18𝑥𝑥� + 22𝑥𝑥� + 𝑥𝑥�.  

𝑆𝑆� 𝐽𝐽�𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + ��
�

𝑥𝑥� + ��
�

𝑥𝑥� + ��
�

𝑥𝑥� + �
�

𝑥𝑥�. 

𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥� + 68𝑥𝑥� + 106𝑥𝑥� + 196𝑥𝑥� + 12𝑥𝑥�. 

𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)� = �
�

𝑥𝑥� + 17𝑥𝑥� + ���
�

𝑥𝑥� + ��
�

𝑥𝑥� + ��
�

𝑥𝑥�. 

𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥𝑥𝑥� + 432𝑥𝑥𝑥𝑥� + 64𝑥𝑥𝑥𝑥� + 320𝑥𝑥�𝑥𝑥� + 3672𝑥𝑥�𝑥𝑥� + 1024𝑥𝑥�𝑥𝑥� + 14580𝑥𝑥�𝑥𝑥�

+ 1728𝑥𝑥�𝑥𝑥� 

.𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥� + 752𝑥𝑥� + 3736𝑥𝑥� + 15604𝑥𝑥� + 1728𝑥𝑥�. 

𝑄𝑄��𝐽𝐽𝐷𝐷�
�𝐷𝐷�

��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + 752𝑥𝑥� + 3736𝑥𝑥� + 15604𝑥𝑥� + 1728𝑥𝑥�. 

𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)� = 8𝑥𝑥 + ���

�� 𝑥𝑥� + ����
�� 𝑥𝑥� + �����
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 316. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 384. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� = ���

��
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5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
�� (𝐺𝐺) = 𝐷𝐷�
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�� 𝐷𝐷�
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6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 154. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�
� + 𝐷𝐷�

���𝑀𝑀(𝐺𝐺)�|����� = 868. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = ���
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10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆�
�𝑄𝑄��𝐽𝐽𝐷𝐷�

�𝐷𝐷�
��𝑀𝑀(𝐺𝐺)�|����� = 102 + ����

�� + �����
�� + ����

�� . 
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Theorem 5: Let G be the molecular graph of 
pyrazinamide. Then the M-Polynomial of pyrazinamide 
is given by,
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
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4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 
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+ �
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+ �
�
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6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 
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following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

, generalized Randić index, 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

 
Randić index 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

 (which is actually 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

), 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

, forgotten 
topological index 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

, harmonic index 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

, inverse 
sum index index 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

, and the augmented Zagreb index  
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 

 are given by

1. 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 

Proof: Let 𝑀𝑀(𝐺𝐺)  be the 𝑀𝑀 -polynomial of the molecular graph of Pyrazinamide. Then we get the 

following: 

𝑆𝑆��𝑀𝑀(𝐺𝐺)� = 2𝑥𝑥𝑥𝑥� + 8𝑥𝑥�𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 3𝑥𝑥�𝑥𝑥�. 
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Figure 6: Potting of 𝑀𝑀-polynomial for pyrazinamide 

Theorem 6: Let G be the molecular graph of Pyrazinamide. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 40. 

2. 𝑀𝑀�(𝐺𝐺) = 43. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 2(3)� + 4(4)� + 2(6)� + (9)�. 

5. 𝑅𝑅(𝐺𝐺) = �
√�

+ �
√�

+ �
�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 21. 

7. 𝐹𝐹(𝐺𝐺) = 96. 

8.  𝐻𝐻(𝐺𝐺) = ��
��

. 

9.  𝐼𝐼(𝐺𝐺) = ��
�

. 

10.  𝐴𝐴(𝐺𝐺) = ���
�� + ���

�� + ���
�� = ����

��
. 
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Now we considered the molecular graph of Pyrazinamide (Figure 5).  

 

Figure 5: Molecular graph of pyrazinamide 

 

Theorem 5: Let 𝐺𝐺 be the molecular graph of Pyrazinamide. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 2𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Pyrazinamide which has 9 numbers of edges.  

By observing the structure, we inferred four partitions of the edge set as follows: 

𝐸𝐸(𝐸𝐸𝐸) = 𝐸𝐸𝐸 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 𝐸 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 𝐸}, 𝐸𝐸(2𝐸2) = 𝐸𝐸𝐸 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2},  

𝐸𝐸(2𝐸𝐸) = 𝐸𝐸𝐸 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑� = 𝐸}, and 𝐸𝐸(𝐸𝐸𝐸) = 𝐸𝐸𝐸 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 𝐸}. 

Also we get |𝐸𝐸(𝐸𝐸𝐸)| = 2, |𝐸𝐸(2𝐸2)| = 4𝐸  |𝐸𝐸(2𝐸𝐸)| = 2 and  |𝐸𝐸(𝐸𝐸𝐸)| = 𝐸. . 

Therefore, the M-polynomial of the molecular graph of Pyrazinamide is 

𝑀𝑀(𝐺𝐺) = 2𝑥𝑥𝑥𝑥� + 4𝑥𝑥�𝑥𝑥� + 2𝑥𝑥�𝑥𝑥� + 𝑥𝑥�𝑥𝑥�. 
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�

𝑥𝑥�. 
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𝐽𝐽𝐷𝐷�
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Theorem 7: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 

𝑀𝑀(𝐺𝐺) = 4𝑥𝑥𝑥𝑥� + 3𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥�. 

Proof: Let 𝐺𝐺 be the molecular graph of Ethambutol which has 13 numbers of edges.  

Let 𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) be the set of edge partition with the degree of end vertices 𝐸𝐸𝐸 𝐸𝐸.  

i.e.,  𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒 𝑒 𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 𝐸𝐸 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 𝐸𝐸} . By observing the structure, we inferred three 

partitions of the edge set as follows: 

𝐸𝐸(1𝐸2) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(2𝐸2) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2}, and 

𝐸𝐸(2𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 3}. 

Also, we get |𝐸𝐸(1𝐸2)| = 4, |𝐸𝐸(2𝐸2)| = 3 and |𝐸𝐸(2𝐸3)| = 6. . 
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Theorem 7: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then the 𝑀𝑀-Polynomial of isoniazid is given 

by, 
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Proof: Let 𝐺𝐺 be the molecular graph of Ethambutol which has 13 numbers of edges.  

Let 𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) be the set of edge partition with the degree of end vertices 𝐸𝐸𝐸 𝐸𝐸.  

i.e.,  𝐸𝐸(𝐸𝐸𝐸 𝐸𝐸) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒 𝑒 𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 𝐸𝐸 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 𝐸𝐸} . By observing the structure, we inferred three 
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𝐸𝐸(2𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 3}. 

Also, we get |𝐸𝐸(1𝐸2)| = 4, |𝐸𝐸(2𝐸2)| = 3 and |𝐸𝐸(2𝐸3)| = 6. . 
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Theorem 7: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then the 𝑀𝑀-Polynomial of isoniazid is given 
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𝐸𝐸(2𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 3}. 

Also, we get |𝐸𝐸(1𝐸2)| = 4, |𝐸𝐸(2𝐸2)| = 3 and |𝐸𝐸(2𝐸3)| = 6. . 
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𝐸𝐸(1𝐸2) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 1 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 2}, 𝐸𝐸(2𝐸2) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� =  𝑑𝑑� = 2}, and 

𝐸𝐸(2𝐸3) = {𝑒𝑒 = 𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸(𝐺𝐺): 𝑑𝑑� = 2 𝑖𝑖𝑖𝑖𝑑𝑑 𝑑𝑑� = 3}. 

Also, we get |𝐸𝐸(1𝐸2)| = 4, |𝐸𝐸(2𝐸2)| = 3 and |𝐸𝐸(2𝐸3)| = 6. .  .

Therefore, the M-polynomial of the molecular graph of 
ethambutol is
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 56. 

3. 𝑀𝑀�
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�
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4. 𝑅𝑅�(𝐺𝐺) = 4(2)� + 3(4)� + 6(6)�. 
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�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 29. 

7. 𝐹𝐹(𝐺𝐺) = 122. 

8. 𝐻𝐻(𝐺𝐺) = ���
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. 

9. 𝐼𝐼(𝐺𝐺) = ���
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. 

10. 𝐴𝐴(𝐺𝐺) = 104. 
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Theorem 8: Let G be the molecular graph of ethambutol. 
Then, the first Zagreb index 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 
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2. 𝑀𝑀�(𝐺𝐺) = 56. 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 
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��
. 
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10. 𝐴𝐴(𝐺𝐺) = 104. 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 
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1. 𝑀𝑀�(𝐺𝐺) = 54. 
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3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 29. 

7. 𝐹𝐹(𝐺𝐺) = 122. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = 104. 

, Randić index 

17 
 

Therefore, the 𝑀𝑀-polynomial of the molecular graph of Ethambutol is 

𝑀𝑀(𝐺𝐺) = 4𝑥𝑥𝑥𝑥� + 3𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥�. 

 

Figure 8: Potting of 𝑀𝑀-polynomial for ethambutol 

Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 56. 
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�
. 

4. 𝑅𝑅�(𝐺𝐺) = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅��
��
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. 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 56. 

3. 𝑀𝑀�
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�
. 

4. 𝑅𝑅�(𝐺𝐺) = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 29. 

7. 𝐹𝐹(𝐺𝐺) = 122. 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 
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Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 
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By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

2. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

3. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

4. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

5. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

6. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

Figure 8: Plotting of M-polynomial for ethambutol

17 
 

Therefore, the 𝑀𝑀-polynomial of the molecular graph of Ethambutol is 

𝑀𝑀(𝐺𝐺) = 4𝑥𝑥𝑥𝑥� + 3𝑥𝑥�𝑥𝑥� + 6𝑥𝑥�𝑥𝑥�. 

 

Figure 8: Potting of 𝑀𝑀-polynomial for ethambutol 

Theorem 8: Let 𝐺𝐺 be the molecular graph of Ethambutol. Then, the first Zagreb index 𝑀𝑀�(𝐺𝐺), second 

Zagreb index  𝑀𝑀�(𝐺𝐺), second modified Zagreb index 𝑀𝑀�(𝐺𝐺)� , generalized Randić index, 𝑅𝑅�(𝐺𝐺), Randić 

index 𝑅𝑅��/�(𝐺𝐺)  (which is actually 𝑅𝑅(𝐺𝐺) ), Symmetric division degree index SDD(G) , forgotten 

topological index F(G), harmonic index H(G), inverse sum index index I(G), and the augmented Zagreb 

index A(G) are given by 

1. 𝑀𝑀�(𝐺𝐺) = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = ��

�
. 

4. 𝑅𝑅�(𝐺𝐺) = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅��
��
(𝐺𝐺) = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝑆𝑆𝑆𝑆(𝐺𝐺) = 29. 

7. 𝐹𝐹(𝐺𝐺) = 122. 

8. 𝐻𝐻(𝐺𝐺) = ���
��
. 

9. 𝐼𝐼(𝐺𝐺) = ���
��
. 

10. 𝐴𝐴(𝐺𝐺) = 104. 



Topological studies on anti-tuberculosis drugs 837

Journal of the National Science Foundation of Sri Lanka 50(4) December 2022

7. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

8. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

9. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

10. 

19 
 

By using the derived formulas of 𝑀𝑀-polynomial, we find, 

1. 𝑀𝑀�(𝐺𝐺) = �𝐷𝐷� + 𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 54. 

2. 𝑀𝑀�(𝐺𝐺) = 𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� = 56. 

3. 𝑀𝑀�
� (𝐺𝐺) = 𝑆𝑆�𝑆𝑆��𝑀𝑀(𝐺𝐺)�|����� =

��
�

. 

4. 𝑅𝑅�(𝐺𝐺) = 𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 4(2)� + 3(4)� + 6(6)�. 

5. 𝑅𝑅(𝐺𝐺) = 𝑅𝑅��
��
(𝐺𝐺) = 𝐷𝐷�

��
�� 𝐷𝐷�

��
�� �𝑀𝑀(𝐺𝐺)�|����� = 2√2 + √6 + �

�
. 

6. 𝑆𝑆𝐷𝐷𝐷𝐷(𝐺𝐺) = �𝑆𝑆�𝐷𝐷� + 𝑆𝑆�𝐷𝐷��|����� = 29. 

7. 𝐹𝐹(𝐺𝐺) = �𝐷𝐷�� + 𝐷𝐷����𝑀𝑀(𝐺𝐺)�|����� = 122. 

8. 𝐻𝐻(𝐺𝐺) = 2𝑆𝑆�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

9. 𝐼𝐼(𝐺𝐺) = 𝑆𝑆�𝐽𝐽𝐷𝐷�𝐷𝐷��𝑀𝑀(𝐺𝐺)�|����� =
���
��

. 

10. 𝐴𝐴(𝐺𝐺) = 𝑆𝑆��𝑄𝑄��𝐽𝐽𝐷𝐷��𝐷𝐷���𝑀𝑀(𝐺𝐺)�|����� = 104. 

Conclusion  

This research is focused on calculating some degree-based topological indices for the anti TB drugs 

namely isoniazid, rifampicin, pyrazinamide and ethambutol. M-polynomial for these molecular structures 

was derived using the molecular graphs of these drugs molecules and the topological indices were 

calculated using the derived formulas of the M-polynomial. These finding could be useful to design and 

develop new drug molecules against this deadly disease.  

Conflict of interest  

There are no conflicts of interest. 

 

References 

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. (1998). The vertex-connectivity index revisited. 

Journal of Chemical Information and Computer Sciences 38: 819–822.  

DOI: https://doi.org/10.1021/ci980039b   

Balaban A.T. (1982). Highly discriminating distance based numerical descriptor. Chemical Physics 

Letters 89: 399–404.  

DOI: https://doi.org/10.1016/0009-2614(82)80009-2 

Bollobás B. & Erdös P. (1998). Graphs of extremal weights. Ars Combinatoria 50: 225–233.  

CONCLUSION 

This research is focused on calculating some degree-
based topological indices for the anti TB drugs namely 
isoniazid, rifampicin, pyrazinamide and ethambutol. 
M-polynomial for these molecular structures was derived 
using the molecular graphs of these drugs molecules and 
the topological indices were calculated using the derived 
formulas of the M-polynomial. These finding could be 
useful to design and develop new drug molecules against 
this deadly disease. 

Conflict of interest 

There are no conflicts of interest.

REFERENCES

Amić D., Bešlo D., Lučić B., Nikolić S. & Trinajstić N. 
(1998). The vertex-connectivity index revisited. Journal 
of Chemical Information and Computer Sciences 38: 819–
822. 

 DOI: https://doi.org/10.1021/ci980039b  
Balaban A.T. (1982). Highly discriminating distance based 

numerical descriptor. Chemical Physics Letters 89: 399–
404. 

 DOI: https://doi.org/10.1016/0009-2614(82)80009-2
Bollobás B. & Erdös P. (1998). Graphs of extremal weights. 

Ars Combinatoria 50: 225–233. 
British Thoracic Society (1984). A controlled trial of 6 months’ 

chemotherapy in pulmonary tuberculosis Final report: 
Results during the 36 months after the end of chemotherapy 
and beyond. British Journal of Diseases of the Chest 78: 
330. 

 DOI: https://doi.org/10.1016/0007-0971(84)90165-7 
Cambau E. & Drancourt M. (2014). Steps towards the discovery 

of Mycobacterium tuberculosis by Robert Koch, 1882. 
Clinical Microbiology and Infection 20: 196–201. 

 DOI: https://doi.org/10.1111/1469-0691.12555  
Caporossi G., Gutman I., Hansen P. & Pavlović L. (2003). Brief 

communication: graphs with maximum connectivity index. 
Computational Biology and Chemistry 27: 85–90. 

 DOI: https://doi.org/10.1016/S0097-8485(02)00016-5 
Comas I. & Gagneux S. (2009). The past and future of 

tuberculosis research. PLoS Pathogens 5: e1000600. 

 DOI: https://doi.org/10.1371/journal.ppat.1000600
Deutsch E. & Klavzar S. (2015). M-polynomial and degree-

based topological indices. Iranian Journal of Mathematical 
Chemistry 6: 93–102. 

 DOI: https://doi.org/10.22052/ijmc.2020.224280.1492   
Estrada E., Patlewicz G. & Uriarte E. (2003). From molecular 

graphs to drugs. a review on the use of topological indices 
in drug design and discovery. Indian Journal of Chemistry 
Section A 42: 1315–1329.

Estrada E. & Uriarte E. (2001). Recent advances on the role 
of topological indices in drug discovery research. Current 
Medicinal Chemistry 8: 1573–1588.

Fajtlowicz S. (1987). On conjectures of graffiti II. Congressus 
numerantium 60: 189–197.

Favrot L. & Ronning D.R. (2012). Targeting the mycobacterial 
envelope for tuberculosis drug development. Expert Review 
of Anti-infective Therapy 10: 1023–1036. 

 DOI: https://doi.org/10.1586/eri.12.91 
Feng Z., Castillo-Chavez C. & Capurro A.F. (2000). A model 

for tuberculosis with exogenous reinfection. Theoretical 
Population Biology 57: 235–247. 

 DOI: https://doi.org/10.1006/tpbi.2000.1451
Floyd K., Glaziou P., Zumla A. & Raviglione M. (2018). 

The global tuberculosis epidemic and progress in care, 
prevention, and research: an overview in year 3 of the End 
TB era. The Lancet Respiratory Medicine 6: 299–314. 

 DOI: https://doi.org/10.1016/S2213-2600(18)30057-2 .
Furtula B., Graovac A. & Vukičević D. (2010). Augmented 

Zagreb index. Journal of Mathematical Chemistry 48: 
370–380. 

 DOI: https://doi.org/10.1007/s10910-010-9677-3
Furtula B. & Gutman I. (2015). A forgotten topological Index. 

Journal of Mathematical Chemistry 53: 1184–1190. 
 DOI: https://doi.org/10.1007/s10910-015-0480-z
Gálvez J., Gálvez-Llompart M. & García-Domenech R. (2012). 

Molecular topology as a novel approach for drug discovery. 
Expert Opinion on Drug Discovery 7: 133–153. 

 DOI: https://doi.org/10.1517/17460441.2012.652083 
Gao W., Muzaffar B. & Nazeer W. (2017). K-Banhatti and 

K-hyper Banhatti indices of dominating David Derived 
network. Open Journal of Mathematical Analysis 1: 13–24. 

 DOI: https://doi.org/10.30538/psrp-oma2017.0002  
Gao W., Siddiqui M.K., Imran M., Jamil M.K. & Farahani M.R. 

(2016). Forgotten topological index of chemical structure 
in drugs. Saudi Pharmaceutical Journal 24: 258–264. 

 DOI: https://doi.org/10.1016/j.jsps.2016.04.012
Gao W., Wang W. & Farahani M.R. (2016). Topological indices 

study of molecular structure in anticancer drugs. Journal of 
Chemistry 2016: 1–8. 

 DOI: https://doi.org/10.1155/2016/3216327
Gutman I. & Trinajstić N. (1972). Graph theory and molecular 

orbitals total f-elecron energy of alternant hydrocarbons. 
Chemical Physics Letters 77: 535–538. 

 DOI: https://doi.org/10.1016/0009-2614(72)85099-1
Hao J. (2011). Theorems about Zagreb indices and modified 

Zagreb indices. MATCH Communications in Mathematical 
and in Computer Chemistry 65: 659–670.



838 TP Jude et al.

December 2022 Journal of the National Science Foundation of Sri Lanka 50(4)

Hosoya H. (1988). On some counting polynomials in chemistry. 
Discrete Applied Mathematics 19: 239–257. 

 DOI: https://doi.org/10.1016/0166-218X(88)90017-0
Hu Y., Li X., Shi Y., Xu T. & Gutman I. (2005). On molecular 

graphs with smallest and greatest zeroth-order general 
Randic index. MATCH Communications in Mathematical 
and in Computer Chemistry 54: 425–434. 

Jude T.P., Panchadcharam E. & Masilamani K. (2019). 
Computation of Zagreb and Randić indices of two 
biodegradable dendrimers used in cancer therapy. Ceylon 
Journal of Science 48: 359–366. 

 DOI: http://doi.org/10.4038/cjs.v48i4.7677 
Jude T.P., Panchadcharam E. & Masilamani K. (2020). 

Computing Zagreb and Randi´c indices of PEG-cored 
dendrimers used for drug and gene delivery. Journal of 
Chemistry 2020: 1–7. 

 DOI: https://doi.org/10.1155/2020/2821510 
Keshavjee S. & Farmer P.E. (2012). Tuberculosis, drug 

resistance, and the history of modern medicine. The New 
England Journal of Medicine 367: 931–936.

 DOI: https://doi.org/10.1056/NEJMra1205429  
Ma Z., Lienhardt C., McIlleron H., Nunn A.J. & Wang X. 

(2010). Global tuberculosis drug development pipeline: the 
need and the reality. Lancet 375: 2100–2009. 

 DOI: https://doi.org/10.1016/S0140-6736(10)60359-9 
Mobeen M., Nazeer W., Rafique S. & Kang S. (2016). 

M-polynomial and related topological indices of nanostar 
dendrimers. Symmetry 8: 97–108. 

 DOI: https://doi.org/10.3390/sym8090097  
Nilanjan De. (2018). Computing reformulated first Zagreb 

index of some chemical graphs as an application of 
generalized hierarchical product of graphs. Open Journal 
of Mathematical Sciences 2: 338–350. 

 DOI: https://doi.org/10.30538/oms2018.0039   
Randić M. (1974). On Characterization of molecular branching. 

Journal of the American Chemical Society 97: 6609–6615. 
 DOI: https://doi.org/10.1021/ja00856a001 
Rouvray D.H. (1973). The search for useful topological indices 

in chemistry: Topological indices promise to have far-
reaching applications in fields as diverse as bonding theory, 
cancer research, and drug design. American Scientist 61: 
729–735. 

 DOI: https://www.jstor.org/stable/27844077 
Vukicevic D. (2010). Bond additive modeling 2 mathematical 

properties of max-min Rodeg index. Croatica Chemica 
Acta 54: 261–273.

Wiener H. (1947). Structural determination of paraffin boiling 
points. Journal of the American Chemical Society 69: 
17–20. 

 DOI: https://doi.org/10.1021/ja01193a005
World Health Organization. (2002). WHO Tuberculosis e Fact 

Sheet. Available at https://www.who.int/news-room/fact-
sheets/detail/tuberculosis 

Zanni R., Galvez-Llompart M., García-Domenech R. & 
Galvez J. (2015). Latest advances in molecular topology 
applications for drug discovery. Expert Opinion on Drug 
Discovery 10: 945–957. 

 DOI: https://doi.org/10.1517/17460441.2015.1062751  
Zheng L., Wang Y. & Gao W. (2019). topological indices of 

hyaluronic acid-paclitaxel conjugates’ molecular structure 
in cancer treatment. Open Chemistry 17: 81–87. 

 DOI: https://doi.org/10.1515/chem-2019-0009 
Zuo M.X., Liu J-B, Iqbal H., Ali K. & Rizvi S.T.R. (2020). 

Topological indices of certain transformed chemical 
structures. Journal of Chemistry 2020: 3045646.

 DOI: https://doi.org/10.1155/2020/3045646



RESEARCH ARTICLE

Developing a model to predict the propagation of sulphide stress 
corrosion of steel used for petroleum pipelines

127.2021

J.Natn.Sci.Foundation Sri Lanka 2022 50 (4): 839 - 850
DOI: http://dx.doi.org/10.4038/jnsfsr.v50i4.10586

A Manimendra1*, I De Silva1 and R Jayasundara2
1 Department of Materials Science and Engineering, Faculty of Engineering, University of Moratuwa, Sri Lanka.
2 Department of Mathematics, Faculty of Engineering, University of Moratuwa, Sri Lanka.

* Corresponding author (akeshmanimendra@gmail.com;  https://orcid.org/0000-0002-4684-6621)

This article is published under the Creative Commons CC-BY-ND License (http://creativecommons.org/licenses/by-nd/4.0/). 
This license permits use, distribution and reproduction, commercial and non-commercial, provided that the original work is 
properly cited and is not changed in anyway.

Corrosion

Submitted: 17 June 2021: Revised: 05 August 2022: Accepted: 26 August 2022

Abstract: Sulphide stress corrosion (SSC) is an abundant type 
of corrosion in petroleum refineries. Steel pipes in petroleum 
refineries are influenced by the synergistic effect of tensile 
stress/pressure and high H2S concentrations in different 
environments. This paper focuses on the prediction of the 
propagation of depth of SSC in API 5L Grade B steel as a 
function of pH value, applied load, and time duration. The model 
has been established based on the experimental values of the 
depth of SSC under different predetermined test environmental 
conditions kept within the pH value of 2.7–3.5, an applied load 
of 400–800 N, and a time duration of 15–45 days. Further, 
the model was validated by another data set obtained for the 
depth of corrosion within the same aforementioned ranges of 
parameters. All the laboratory experiments were conducted 
in accordance with ANSI/NACE TM0177-2016 standard test 
methods. In addition, this paper discusses the microstructural 
observations of specimens kept under the aforementioned test 
environmental conditions. The scanning electron microscope 
(SEM) images of cross-sections of corroded specimens showed 
that crack initiation occurred after 15 days under all different 
test environmental conditions. Further, crack propagation 
occurred transversely, developing branches through the cross 
section until 30 days of time duration and the behaviour of the 
propagation of the crack was completely changed at 45 days of 
time duration.

Keywords: API 5L grade B steel, depth of corrosion, 
mackinawite, sulphide stress corrosion, sulphur. 

INTRODUCTION

Corrosion is one of the main phenomena considered in 
engineering design because most of the failures in power 

plants, infrastructure constructions, and machinery occur 
due to the effect of corrosion (Foroulis, 1996; European 
Commission, 2013). Sulphide stress corrosion (SSC) 
predominantly occurs in petroleum power plants due to 
the synergistic effect of pressure/tensile force exerted on 
components and their corrosive environment containing 
H2S. Petroleum pipelines can be identified as one of 
those components that are severely attacked by sulphide 
stress corrosion as they are exposed to extreme pressure 
conditions with high H2S concentrations (Gosette, 2007; 
Pieris et al., 2020). 

 Sulphide stress corrosion must be carefully 
controlled as it causes failures without a prior warning. 
Techniques such as non-destructive testing (NDT), SEM 
image analysis, optical techniques, and electrochemical 
techniques are applied to time-based inspection routines 
to track the sulphide stress corrosion. They indicate only 
the extent to which the corrosion has propagated. If the 
corrosion mechanism behaves in an unexpected way in 
between two inspections, there is a possibility of failure 
in pipelines, which would have an adverse impact on 
the industry. Therefore, the petroleum industry focuses 
on developing mathematical and statistical prediction 
models to get accurate predictions for the propagation of 
sulphide stress corrosion. 

 Even though prediction models have been developed 
over the past fifteen years to predict the propagation of 
SSC, some of them are not very accurate (Traidia, 2018). 
The rest of the models make accurate predictions under 
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certain conditions. It can be seen that the results predicted 
by the model developed by Asmara et al. (2013) deviated 
significantly from the experimental values when the time 
period was increased beyond 800 hours. Some of the 
models predict accurate results when they are predicting 
corrosion behaviour at low H2S concentrations (Sun & 
Nesic, 2007), while some of the other models predict 
accurate results at high H2S concentrations (Asmara 
et al., 2013). SSC-based research has been conducted for 
the materials which are used to manufacture oil country 
tubular goods (OCTG). Some of the common materials 
that have been used for sulphide stress corrosion-based 
experiments are API 5L grade B steel, AISI 4137H steel, 
AISI 1018 carbon steel, 20# steel, X65 pipeline steel, 
FV520B steel etc. (Asahi et al., 1994; Smith et al., 2002; 
Sun & Nesic, 2007; Liao et al., 2012; Zheng et al., 2014). 
All these metals used in OCTG are mild steel types. The 
present study focuses on predicting the propagation 
of sulphide stress corrosion of API 5L grade B steel 
that is used for manufacturing the pipes used in the 
refinery system of the Ceylon Petroleum Corporation. 
Furthermore, there is a possibility of applying this 
developed model to a part of this refinery system to 
ensure the functionality and accuracy of the model in a 
real working environment. 

MATERIALS AND METHODS

Materials

API 5L Grade B steel samples, procured from Ceylon 
Petroleum Corporation in the form of a seamless pipe 
of 1 m in length, 11 mm in thickness and 168 mm in 
diameter, were used for the experiments. The chemical 
composition (Table 1) of the sample was verified by spark 
emission spectroscopy (Model: Ametek-spectrocheck). 
The maximum allowed weight fractions are given as per 
the API 5L 45th edition of the specification for line pipes 
(American Petroleum Institute, 2003). 

Experimental setup – Test conditions in the corrosive 
vessel

Fabrication of the test vessel and specimens

Fabrication of the test vessel and test specimens 
were carried out in accordance with the ANSI/NACE 
TM0177-2016 standard test method. The test vessel was 
made out of 5 mm thick acrylic sheets, and the chamber 
was sealed by applying silica glue (Figure 1). The test 
vessel was tested for leaks with N2 gas at 1.5 atm. The 
total volume of the test vessel was 2856 cm3, while the 
volume of the test solution was 2000 cm3 (70.0 % of 
the volume of the test vessel). The test specimen was 
prepared using the CNC machining technique since the 
specimens can be machined without overheating and cold 
working. The final surface finish was achieved through 
mechanical polishing that was done using 0.25 µm grit 
papers. The dimensions of the test specimen are shown 
in Figure 2. 
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Fe 98.600 Not specified 

C 0.201 0.28 

Si 0.292 Not specified 

Mn 0.470 1.20 

P 0.029 0.03 

S 0.007 0.03 

Cr 0.059 0.50 

Ni 0.103 0.50 

Al 0.043 Not specified 
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Figure 2: Dimensions of the test specimen 

G = 55.00 mm, D = 6.72 mm, R = 1.00 mm 

 

The sample holder was made out of mild steel, and it was fully coated with an epoxy coating to mitigate 

the influence of galvanic corrosion. The final experimental setup is shown in Figure 3.  
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2.3.2 Test Conditions 

The specimens were kept under 18 different test conditions/environments, which were predetermined 

by varying the applied load to the test specimen, the pH value of the H2S solution, and time duration, as 

shown in Table 2. Three specimens were tested for each set of conditions. Temperature and pressure 

were maintained at 24 ± 3 °C and 1 atm, respectively.  

Table 2 – Test environmental conditions 

 

No Applied 
load (N) 

pH 
value 

Time duration 
(days) 

Figure 2: Dimensions of the test specimen
 G = 55.00 mm, D = 6.72 mm, R = 1.00 mm

Element Mass fraction (%) Max allowed weight fraction (%)

Fe 98.600 Not specified

C 0.201 0.28

Si 0.292 Not specified

Mn 0.470 1.20

P 0.029 0.03

S 0.007 0.03

Cr 0.059 0.50

Ni 0.103 0.50

Al 0.043 Not specified

Table 1: Chemical composition of API 5L grade B steel

The sample holder was made out of mild steel, and it 
was fully coated with an epoxy coating to mitigate the 
influence of galvanic corrosion. The final experimental 
setup is shown in Figure 3. 
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Test conditions

The specimens were kept under 18 different test 
conditions/environments, which were predetermined 
by varying the applied load to the test specimen, the pH 
value of the H2S solution, and time duration, as shown 
in Table 2. Three specimens were tested for each set of 
conditions. Temperature and pressure were maintained at 
24 ± 3 °C and 1 atm, respectively. 

The loads were applied to the specimen as a constant load 
in accordance with the Method A – standard tensile test 
mentioned in the ANSI/NACE TM0177-2016 standard 
test method (NACE International Standard, 2005). Test 
solutions A and B mentioned in the standard (NACE 
International Standard, 2005) were prepared to maintain 
the pH value at 2.7 and 3.5, respectively. 

Determination of depth of corrosion by SEM 
observations
 
The specimens corroded under the 18 test conditions 
were prepared for SEM observations. Observations were 
performed by the SEM [Model: SEM- ZEISS EVO18-
Research] under BSD mode with a 100 µA current. The 
magnification was determined based on the crack length. 
At the end of the specified time duration, each specimen 
was taken out of the test vessel and washed with DI water. 
Each test specimen was slashed transversely by using a 
low-speed precision cutting machine at three different 
places to obtain three different cross-sections (Figure 4).

 Three different segments of each cross-section 
were observed by SEM, and the maximum depth of 
corrosion for each segment was identified. The depth of 
corrosion for a selected cross-section (d) was obtained by 
calculating the average value of three maximum depths 
of corrosion (Figure 4). 
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Figure 4: Three transverse cuts of a specimen and obtaining average depth of corrosion 

 

Three different segments of each cross-section were observed by SEM, and the maximum depth of 
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The SCC cracks were further analysed using SEM/EDAX elemental line profiles. The distribution of 

sulphur within the crack surface was investigated using this technique.  

2.6 Development of the statistical model 

The statistical model was developed using experimental data to predict the depth of corrosion of the 

sulphide stress corrosion as a function of the time duration, pH value of the solution, and applied load. 

At the development stage of the model, a linear relationship, normality of responses, little or no multi-

collinearity, no autocorrelation and homoscedasticity were assumed (Statics Solution, 2016). The depth 

of corrosion was considered the dependent variable of the model, while the time duration, pH value, and 

applied load were considered independent variables. Multiple linear regression analysis was selected 

over nonlinear regression analysis, as the model becomes simpler to use.  

2.6.1 Validation of the model assumptions 
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𝑑𝑑� +  𝑑𝑑� + 𝑑𝑑�
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Figure 4: Three transverse cuts of a specimen and obtaining average 
depth of corrosion

No Applied load (N) pH value Time duration (days)

1 400 2.7 15

2 600 2.7 15

3 800 2.7 15

4 400 3.5 15

5 600 3.5 15

6 800 3.5 15

7 400 2.7 30

8 600 2.7 30

9 800 2.7 30

10 400 3.5 30

11 600 3.5 30

12 800 3.5 30

13 400 2.7 45

14 600 2.7 45

15 800 2.7 45

16 400 3.5 45

17 600 3.5 45

18 800 3.5 45

Table 2: Test environmental conditions

Since there had been three cross-sections obtained for 
one specimen, the depth of sulphide stress corrosion 
of a selected specimen was obtained by calculating the 
average value of the depth of corrosion of each cross-
section. Following that, the depth of sulphide stress 
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corrosion of the API 5L Grade B steel for a specific 
test condition was obtained by calculating the average 
of depth of corrosions of three specimens which were 
corroded under this specific test condition. 

SEM/EDAX analysis of SSC cracks

The SCC cracks were further analysed using SEM/EDAX 
elemental line profiles. The distribution of sulphur within 
the crack surface was investigated using this technique. 

Development of the statistical model

The statistical model was developed using experimental 
data to predict the depth of corrosion of the sulphide stress 
corrosion as a function of the time duration, pH value of 
the solution, and applied load. At the development stage 
of the model, a linear relationship, normality of responses, 
little or no multi-collinearity, no autocorrelation and 
homoscedasticity were assumed (Statics Solution, 2016). 
The depth of corrosion was considered the dependent 
variable of the model, while the time duration, pH value, 
and applied load were considered independent variables. 
Multiple linear regression analysis was selected over 
nonlinear regression analysis, as the model becomes 
simpler to use. 

Validation of the model assumptions

1. Multiple linear regression needs the relationship 
between the independent and dependent variables to 
be linear. Therefore, the outliers were also checked 
since multiple linear regression is sensitive to outlier 
effects. Scatter plots were prepared for the testing of 
linearity. As the dependent variable was not linearly 
related to some independent variables, a nonlinear 
transformation was carried out.

2. As the multiple linear regression analysis requires 
residuals to be normal, this assumption was checked 
with a histogram and a p-p plot. 

3. Multi-collinearity was checked against four key 
criteria mentioned below.

•	 Correlation matrix – when computing the matrix 
of Pearson’s Bivariate Correlation among all 
independent variables, the correlation coefficients 
need to be smaller than 1.

•	 Tolerance – the tolerance measures the influence of 
one independent variable on all the other independent 
variables. Tolerance is defined as T = 1 – R² for these 
first-step regression analyses. With T < 0.1, there 
might be multi-collinearity in the data, and with 
T < 0.01, there certainly is.

•	 Variance Inflation Factor (VIF) – the variance 
inflation factor of the linear regression is defined 
as VIF = 1/T. Similarly, with VIF > 10, there is an 
indication for multi-collinearity to be present.

•	 Condition Index – the condition index was calculated 
using a factor analysis of the independent variables. 
Values of 10–30 indicate a mediocre multi-collinearity 
in the regression variables, and values > 30 indicate 
strong multi-collinearity

4. Multiple linear regression analysis requires that 
there is little or no autocorrelation in the data. 
Autocorrelation occurs when the residuals are not 
independent of each other. The Durbin-Watson test 
was carried out to check the autocorrelation.

5. Another assumption of multiple linear regression 
analysis is homoscedasticity. The scatter plot was 
used to check homoscedasticity. 

RESULTS AND DISCUSSION

Implementation of the model

The developed statistical model predicts the depth of 
sulphide stress corrosion in terms of time duration, pH 
value, and applied load, as expressed in the following 
formula.
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    ...(1)

Where, 
DoC = the depth of sulphide stress corrosion in 

micrometres 
Applied Load = the applied load on the test specimen 

in N
Time = the time duration in days that the specimen has 

been exposed to test environment                                        
pH = average pH value of the test solution

 The implemented empirical formula was subjected 
to a series of statistical tests to confirm if it satisfies the 
initial assumptions made. 

 Figure 5, Figure 6, and Table 3 stand for the normality 
test of the model. The histogram (Figure 5) shows a 
normal bell curve shape indicating that all standardized 
residuals are normally distributed in the model. The p-p 
plot (Figure 6) indicates that the expected cumulative 
probability vs observed cumulative probability plot lies 
along the normal line. The linear behaviour of the model 
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was further confirmed by Shapiro Wilk p values, which 
are shown in Table 3. It can be seen that the p values 
obtained for standardized residuals and unstandardized 
residuals are equal to each other. Further, based on the 
null hypothesis of H0 – depth of corrosion is normally 
distributed in the population, and the alternative 
hypothesis of H1 – depth of corrosion is not normally 
distributed in the population, at 5% significance level, 
since the asymptotic significance is greater than 5%, the 
null hypothesis is not rejected, and it can be concluded 
that the dependent variable is normally distributed in the 
population. 
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Figure 6: Normal P-P plot of regression standardized residuals 
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Table 4 – Pearson’s correlation matrix 

 

Variable Depth of sulphide 
stress corrosion 

epH Time4.45 1/Load 

Depth of sulphide 
stress corrosion 

1.000 -0.487 0.455 -0.526 

epH -0.487 1.000 0.000 0.000 
Time4.45 0.455 0.000 1.000 0.000 
1/Load -0.526 0.000 0.000 1.000 

Table 5 – Collinearity diagnostic tables 

Model dimensions Tolerance VIF Condition 
index 

Constant 1.000 1.000 1.000 
epH 1.000 1.000 2.661 
1/Applied Load 1.000 1.000 5.690 
Time4.45 1.000 1.000 10.353 

 

The autocorrelation was tested by the Durbin-Watson test, and the statistic says the value is 1.343. This 

indicates that the residuals are not linearly autocorrelated. Hence autocorrelation in the data is negligible.  

 Shapiro-Wilk 

Statistic df sig 

Unstandardized residual 0.974 18 0.867 

Standardized residual 0.974 18 0.867 

Figure 6: Normal P-P plot of regression standardized residuals

Shapiro-Wilk

Statistic df sig

Unstandardized residual 0.974 18 0.867

Standardized residual 0.974 18 0.867

Table 3: Test of normality

Variable Depth of sulphide stress 
corrosion

epH Time4.45 1/Load

Depth of sulphide stress corrosion 1.000 -0.487 0.455 -0.526

epH -0.487 1.000 0.000 0.000

Time4.45 0.455 0.000 1.000 0.000

1/Load -0.526 0.000 0.000 1.000

Table 4: Pearson’s correlation matrix

Therefore, it can be considered that the multi-collinearity 
in data is negligible. Variance inflation factor (VIF), 
tolerance, and condition index were tested for the multi-
collinearity diagnostics, and tolerance values (Table 5) 
for all dimensions are 1 (>>> 0.1). It proves again that 

Table 4 shows the Pearson’s bivariate correlation matrix 
for the dependent variables and independent variables. 
It can be seen that all correlation coefficients are less 
than 0.08 other than the coefficient between time 0.455 
and the depth of sulphide stress corrosion (Table 4). 

the multi-collinearity in data is negligible. Furthermore, 
VIF values and condition index values that were obtained 
for model dimensions indicate that they are less than 10 
(Table 5). Therefore, these values provide evidence that 
no multi-collinearity is found in the data.
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The autocorrelation was tested by the Durbin-Watson 
test, and the statistic says the value is 1.343. This indicates 
that the residuals are not linearly autocorrelated. Hence 
autocorrelation in the data is negligible. 

 The homoscedasticity of data was tested using 
scatter plots of standardized residuals vs standardized 
predicted values (Figure 7) and standardized residuals 
vs unstandardized predicted values (Figure 8). Both 
the scatter plots are rectangular enough to conclude the 
homoscedasticity in the data.
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vary between 2.7 and 3.5, applied loads vary between 400 N, 600 N, and 800 N, and time durations vary 

between 15 days, 30 days, and 45 days. All the depths of corrosions were between 24 µm and 214 µm. 

 
Figure 9: The comparison of model predicted values and experimental values of depth of 
sulphide stress corrosion at 27 °C and 1 atm under different test environmental conditions 
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were constant within a certain cluster. 
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Figure 9: The comparison of model predicted values and experimental values of depth of sulphide stress 
corrosion at 27 °C and 1 atm under different test environmental conditions

Model dimensions Tolerance VIF Condition index

Constant 1.000 1.000 1.000

epH 1.000 1.000 2.661

1/Applied Load 1.000 1.000 5.690

Time4.45 1.000 1.000 10.353

Table 5: Collinearity diagnostic tables
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Validation of the model based on the predetermined 
test environmental conditions

Model predictions were compared with the experimental 
values that were used to develop the model, as shown 
in Figure 9. The test environmental conditions given by 
Figure 9 correspond to the test environmental conditions 
defined in Table 2. The range of parameters considered 
are such that pH values vary between 2.7 and 3.5, applied 
loads vary between 400 N, 600 N, and 800 N, and time 
durations vary between 15 days, 30 days, and 45 days. 
All the depths of corrosions were between 24 µm and 
214 µm.
 
 It can be seen in Figure 9 that the depth of sulphide 
stress corrosion varies with the test environmental 
conditions in a manner similar to the behaviour of a 
wave. The variation of experimental values of depth 
of corrosion under different test environments agrees 
well with the values predicted by the model. It can be 
seen that the model successfully captures the upward 
and downward trends of the depth of sulphide stress 
corrosion with time duration, applied load, and pH value. 
From test environmental conditions 1 to 3, there can be 
seen an increase in the depth of corrosion. But the test 
environmental condition 4 shows a sudden reduction of 
the depth of sulphide stress corrosion. Again, an increase 
in the depth of sulphide stress corrosion can be observed 
from test conditions 4 to 6. If one set of depths of corrosion 
values which are monotonically increased, is identified 
as one cluster, three clusters can be seen up to the test 
environmental condition 10. Every cluster includes three 
depths of corrosion values obtained under the applied 
loads of 400 N, 600 N, and 800N each. However, the 
pH values and the time durations were constant within a 
certain cluster.

 This behaviour is no longer obeyed from the 10th 
test environmental condition onwards. According to 
the previous pattern, test environmental condition 13 
should have a smaller depth of corrosion value compared 
to the value shown at test environmental condition 12. 
Instead, the depth of corrosion values is monotonically 
increased from test environmental conditions 10 to 
15. However, a reduction in the depth of corrosion at 
the 13th environmental condition was observed in the 
experimental depths of corrosion. The test environmental 
conditions 10 to 15 differ from test environmental 
conditions 1 to 10 mainly by time duration. The usual 
cluster pattern behaviour starts to be disobeyed at the 
13th environmental condition when the time duration is 
45 days. The cluster pattern behaviour occurring from 
the 15th test environmental condition onwards cannot be 

predicted properly, as experiments were continued only 
up to the 18th test environmental condition. 

 However, the errors occurred at (pH = 2.5, load 
= 400 N, Time = 15 days), (pH = 3.5, load = 400 N, 
Time = 15 days), (pH = 3.5, Load = 600 N, Time = 
15 days) and (pH = 3.5, Load = 800 N, Time = 15 days) 
reflected an outlying nature. Accordingly, the average 
percentage error calculated disregarding the outlying 
points was -7.65%. Thus, the model was considered for 
predictions after model validation was done using five 
more experimental data values.

Validation of the model based on the random test 
environmental conditions

Model predictions were further compared with 
experimental results obtained under random test 
environmental conditions. The test environmental 
conditions were maintained within the two extremes of 
pH = 3.5, Applied load = 400 N, Time duration = 15 days 
and pH value = 2.7, Applied load = 800 N, Time duration 
= 45 days. Figure 10 shows the comparison between 
model prediction values and the experimental results 
obtained under random test environmental conditions. 
Table 6 shows the corresponding test environmental 
conditions, maintained at a temperature of 24 ± 4 °C and 
a pressure of 1 atm. It can be observed that the trend line 
of the predicted depth of corrosion values is in reasonable 
agreement with the trend line of the experimental depth 
of corrosion values. The average percentage error for the 
predicted depth of corrosion was -0.131% for the five test 
environmental conditions. 

No pH Applied load (N) Time (days)

1 2.9 750 18

2 3.0 500 20

3 2.8 700 32

4 3.3 650 38

5 3.5 550 42

Table 6: Test environmental conditions given by numbers in 
Figure 14

Limitation of the model

Although the model predicted values follow the upward 
and downward trends of experimental trend lines 
(Figure 9 and Figure 10), it can be seen that the model 
is predicting the lower depth of corrosion values under 
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some of the test environmental conditions, especially 
when the time duration approaches 30 days. Figure 9 
shows that all the predicted depth of corrosion values 
from test environmental conditions 7 to 12 are less 
compared to the experimental depth of corrosion values. 
A similar trend is observed in Figure 10 as well.

 The minimum depth of corrosion value, which was 
detected at the test environmental condition number 
4 mentioned in Table 6, has a pH value of 3.5, applied 

load of 400 N and time duration of 15 days. However, 
this test environmental condition gives a minus value 
for the predicted depth of sulphide stress corrosion. 
However, the model starts showing a positive value for 
the depth of corrosion when the applied load reaches 
408 N or higher values when the pH value is 3.5 and 
the time duration is 15 days. Therefore, the model gives 
an acceptable positive depth of corrosion values if the 
test environmental conditions are maintained under the 
following parameter ranges shown in Table 7. 
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Figure 10: comparison between model prediction values and the experimental results

Table 7: Parameter ranges defined for the model at 
temperature 27 °C and pressure 1 atm

Parameter Minimum value Maximum value

Applied load 408 N 800 N

pH value 2.7 3.5

Time duration 15 days 45 days

Interpretation of behaviour of SSC by SEM/EDAX 
analysis

Experimental results indicated that the time period is 
the controlling factor in the initiation of cracks. Figure 
11 shows the SEM image of a cross-section of the steel 
sample, which does not show crack initiation on the 14th 
day under test conditions of pH value 3.5 and applied 
load 600 N. According to Figure 12, it is obvious that 
the crack was initiated after 15 days under the same 
conditions. Therefore, at the primary stage, based on the 
experimental results, it was concluded that the initiation 

of cracks under all the aforementioned 18 sets of 
conditions occurs after an incubation period of 15 days, 
irrespective of the pH value and applied load. 
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The initiation and propagation of sulphide stress cracks 
were investigated by SEM/EDAX analysis. The sulphur 
distribution along the crack was observed by SEM/
EDAX elemental line profile, as shown in Fig 13, which 
clearly shows the higher content of sulphur associated 
with the crack relative to the other portions of the base 
metal. Therefore, these cracks can be identified as 
sulphide stress cracks.

 The initiation of a sulphide stress crack occurs if there 
are surface discontinuities or surface pits (Ziaei et al., 
2013). The formation of pits is a result of ruptures in the 
surface of mackinawite layers where the mackinawite 

is the predominant iron sulphide polymorph present in 
the corrosion product in the sour environment. Once 
the mackinawite layers reach a certain thickness, they 
rupture, leading to the formation of pits. These pits 
get filled with mackinawite with time (Smith, 2015). 
Later these pits grow into cracks (Smith, 2015). Once 
the initiation occurs, the crack starts to propagate 
transversely inwards to the core of the steel. The crack 
penetrates the steel, making branches similar to a growth 
of a taproot, as shown in Figure 14.
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Figure 14: SEM image of the cross section of a specimen under the test conditions of pH 
value = 2.5, applied load = 400 N and time duration = 20 days 
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dissolution rate, the mackinawite layer begins to grow, covering the whole base metal. The continuous 

formation of the mackinawite layer causes multiple ruptures to form, and these ruptures act as pathways 

Figure 14: SEM image of the cross section of a specimen under the 
test conditions of pH value = 2.5, applied load = 400 N 
and time duration = 20 days

16 
 

 

Figure 14: SEM image of the cross section of a specimen under the test conditions of pH 
value = 2.5, applied load = 400 N and time duration = 20 days 

 

 

Figure 15: Elemental profile plot of the cross section of a specimen under the test conditions of 
pH value = 3.5, load = 600 N, time duration = 30 days 

 

In the sour environment, at high H2S concentrations, mackinawite is the predominant component over 

iron carbonate in the corrosion layer. At low H2S concentrations, both iron carbonate and mackinawite 

may be present in the corrosion product (Sun et al., 2008). Under both conditions, mackinawite forms 

very rapidly on the surface as a very thin, tightly adherent film (Smith, 2015). Mackinawite is formed 

through the direct heterogeneous reaction between S2- and Fe2+ (Smith, 2002; Sun et al., 2007; Cancio 

et al., 2012; Asmara et al., 2013). Once the mackinawite film is formed, it starts a reverse reaction to 

dissolve the formed mackinawite layers [16]. If the formation rate of mackinawite is greater than the 

dissolution rate, the mackinawite layer begins to grow, covering the whole base metal. The continuous 

formation of the mackinawite layer causes multiple ruptures to form, and these ruptures act as pathways 

Figure 15: Elemental profile plot of the cross section of a specimen 
under the test conditions of pH value = 3.5, load = 600 N, 
time duration = 30 days



848      A Manimendra et al.

December 2022 Journal of the National Science Foundation of Sri Lanka 50(4)
18 

 

 

Figure 16 – Mackinawite crystal structure  

 

 

Figure 17 - Mackinawite structure with additional cations (shown in blue color spheres) 
intercalated in the structure. 

 

2.9 Conclusions 
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Out of the aforementioned three major factors, it was found that the time duration is the leading factor 
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Figure 17: Mackinawite structure with additional 
cations (shown in blue color spheres) 
intercalated in the structure.

The SEM-EDAX elemental line profiles obtained for 
corroded samples in 30 days showed an interesting 
behaviour in the distribution of sulphur content 
throughout the crack. A sulphur-enriched area which was 
closer to the middle of the crack length, was observed 
(Figure 15). The formation of the sulphur-enriched area, 
specifically closer to the middle of the crack length 
relative to the crack initiation and tip areas, can be 
described based on the mechanism of the propagation of 
sulphide stress cracks.

 In the sour environment, at high H2S concentrations, 
mackinawite is the predominant component over 
iron carbonate in the corrosion layer. At low H2S 
concentrations, both iron carbonate and mackinawite 
may be present in the corrosion product (Sun et al., 
2008). Under both conditions, mackinawite forms very 
rapidly on the surface as a very thin, tightly adherent 
film (Smith, 2015). Mackinawite is formed through 
the direct heterogeneous reaction between S2- and Fe2+ 

(Smith et al., 2002; Sun & Nesic, 2007; Cancio et al., 
2012; Asmara et al., 2013). Once the mackinawite film is 
formed, it starts a reverse reaction to dissolve the formed 
mackinawite layers (Smith, 2015). If the formation 
rate of mackinawite is greater than the dissolution 
rate, the mackinawite layer begins to grow, covering 
the whole base metal. The continuous formation of the 
mackinawite layer causes multiple ruptures to form, and 
these ruptures act as pathways that allow the solution 
access to the mackinawite–based metal interface for 
continued corrosion via a tortuous path (Sun & Nesic., 
2007; Cancio et al., 2012). 

 Mackinawite is an electron conductor (Pearce 
et al., 2006). The metal surface, which is underneath 
the mackinawite layer, dissolves, forming Fe2+. The 
electrons removed from iron atoms are conducted 
through the mackinawite layer resulting cathodic 
reduction of hydrogen on the interlayer of mackinawite 
and the bulk solution. When the lattice parameters of the 
mackinawite crystal structure (Figure 16) are considered, 
the c dimension of the mackinawite crystal lattice is 
much larger than the a –b dimension (5.03 Å vs 3.67 Å). 
It forms an almost sheet-like structure. Because of this 
sheet-like structure, mackinawite can absorb divalent 
metallic cations into the lattice, as shown in Figure 
17. Rather than substituting the cations for Fe2+ in the 
mackinawite structure, the adsorbed cations are moved 
between the “sheets” of iron sulphide (Zhao et al., 2005). 
Therefore, Fe2+ ions, which are formed at the anodic sites 
on the metal surface, should be able to migrate away from 
the metal surface towards the film-electrolyte boundary 
by moving along this path. 

Fe2+ ions, which are formed on the metal surface, can 
find the film electrolyte along the ruptured pathways and 
within the interlayer of mackinawite - bulk solution. The 
Fe2+ ions which are diffusing out through the ruptured 
pathway can form FeS only along these ruptured 
pathways, and the Fe2+ ions which are moving along the 
planes of the mackinawite can form FeS once they meet a 
sudden ruptured pathway or once they meet the interlayer 
of bulk solution and the top surface of the mackinawite. 
When a cross-section of a crack is selected, much less 
mackinawite should be formed closer to the crack tip, 
and more mackinawite should be formed closer to the 
crack initiation point. Therefore, it can be expected that 
the ruptures along the crack length should be increased 
from crack initiation to crack tip. Similarly, the pathways 
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for the solution to enter the crack should be increased 
from crack initiation to crack tip. Therefore, when 
Fe2+ ions move upwards along the mackinawite sheets, 
there is a higher possibility of meeting more pathways 
of solution closer to the middle of the crack. Once they 
meet solution pathways, FeS is formed through direct 
heterogeneous reactions. Hence, the FeS-rich area can be 
seen closer to the middle of the crack (Figure 15). 

CONCLUSION

The depth of sulphide stress corrosion of API 5L Grade 
B corresponding to the specific combination of pH value 
(2.7–3.5), applied load/pressure (400 N–800 N), and 
time duration (15 to 45 days) under ambient temperature 
and atmospheric pressure can be predicted using the 
developed model. 

 The results for the corrosion depths can be obtained 
through the model under the standard test conditions 
as per the ANSI/NACE TM0177-2016 standard test 
method. 

 Out of the aforementioned three major factors, it was 
found that the time duration is the leading factor that 
influences the crack initiation and propagation behaviour 
of sulphide stress corrosion. 

 Although the developed model successfully follows 
the experimental results, it underestimates the depth of 
sulphide stress corrosion when the time duration gets 
values closer to 30 days. 

 The propagation behaviour of sulphide stress 
corrosion can clearly be explained using SEM-EDAX 
elemental line profiles obtained for different directions 
of the propagated cracks. The observation of the 
formation of a sulphur-enriched area which was closer 
to the middle of the crack length, can be explained by 
relating the downward movement of the H2S solution 
along the raptured pathways formed in the cracks and the 
upward movement of Fe2+ ions along the mackinawite 
sheets. Hence it can be concluded that the mackinawite 
formed as a corrosion product plays a dominant role in 
the propagation of sulphide stress corrosion.
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Physical oceanography

Abstract: During the southwest monsoon, a cold dome 
referred to as the Sri Lanka Dome (SLD) appears east of 
Sri Lanka in response to the cyclonic curl in the local wind 
field. In general, SLD forms around May/June and decays 
during September. However, satellite altimetry data revealed 
an anomalous propagation pattern of the SLD with a lifetime 
of more than six months in the southwestern region of the 
Bay of Bengal (BoB) during 2014. This study is carried out 
to explain the plausible forcing factors which produced this 
anomalous event using satellite altimetry, surface currents, and 
wind data. Previous studies have shown that in general, the 
SLD propagates westward and then northward from its initial 
centre. In 2014, the SLD first appeared east of Sri Lanka around 
6.5–7.5° N, 83–84° E and propagated eastward/northeastward 
from its initial centre (7.1018° N, 83.7111° E) with forcing 
from wind-stress and the Summer Monsoon Current (SMC). 
During early August it started to propagate westward until mid-
October with the support of westward geostrophic flow and 
upwelling Rossby waves, noted between 10-12° N latitudes. 
Then the western boundary currents (WBC) in the BoB further 
facilitated the trajectory of the SLD and guided it towards 
the Arabian Sea (AS), where it disappeared in late December 
2014, south of India (4.5474° N, 78.0223° E). Thus, we show 
that the stronger winds and SMC existed during 2014 in the 
BoB, guided the SLD eastward/northeastward compared to its 
general trajectory, and that allowed the SLD to undergo the 
forcing from westward geostrophic flow, upwelling Rossby 
waves and WBC.

Keywords: Rossby waves, Sri Lanka Dome, summer monsoon 
current, western boundary currents, wind-stress.

INTRODUCTION

The Bay of Bengal (BoB) is a unique oceanic basin 
due to seasonally reversing currents associated with the 
Asian Monsoon (Schott & McCreary, 2001; Jinadasa 
et al., 2020) and forced remotely by seasonal winds 
in the equatorial Indian ocean (Han & Webster, 2002), 
propagating waves (Poterma et al., 1991; Yu et al., 1991) 
and freshwater discharges (Harenduprakash & Mitra, 
1988; Thadathil et al., 2002). The upper circulation 
in the BoB is characterized by a cyclonic flow during 
November and an anti-cyclonic gyre during most of the 
months (Somayajulu et al., 2003). Previous studies have 
revealed the presence of the eastward flowing Southwest 
Monsoon Current (SMC) during summer (June – 
September) and westward flowing Northeast Monsoon 
Current (NMC) during winter (December – February) 
in the BoB (Schott et al., 1994; Vinayachandran & 
Yamagata, 1998; Jensen, 2001). Vinayachandran et 
al. (1999) pointed out the intrusion of the SMC into 
the BoB with a mean seasonal transport during May – 
September. The East Indian Coastal Current (EICC), 
which flows along the western boundary of the BoB 
reverses its direction twice a year as a response to the 
local and remote alongshore winds (McCreary et al., 
1993; Shankar et al., 1996). EICC flows poleward during 
February – September with a strong peak during March 
– April and starts to reverse its direction with the onset of 
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post-summer monsoon (October) and flows equatorward 
until February with a strong peak in November (Shetye 
et al., 1993; Eigenheer & Quadfasel, 2000).

 Mesoscale eddies, which could transport heat, salt, 
and nutrient-rich waters are an important phenomenon 
in the world’s oceans (Dong et al., 2014). Energetic deep 
ocean eddies are capable of transporting water that wraps 
around it (Cherion & Brink, 2016). Previous studies were 
carried out on the existence of mesoscale eddies and their 
importance in the BoB based on observations (Cheng 
et al., 2013; Patnaik et al., 2014) and model simulations 
(Chen et al., 2012). Cui et al. (2016) showed that the 
mesoscale eddies are prominent in the western region of 
the BoB, and Chen et al. (2012) concluded that baroclinic 
instability at the interface of two opposing boundary 
currents supports eddy generation in the western BoB. 
The presence of the SMC, strong positive wind stress 
curl, and the Ekman pumping associated with the curl are 
considered as the dominant processes that contribute to 
the formation of cyclonic eddies (CEs) to the east of Sri 
Lanka (the southwestern region of the BoB) (Dandapat 
& Chakraborty, 2016). Based on theoretical and 
observational analyses, Dong et al. (2014) suggested that 
CEs and anticyclonic eddies (ACEs) propagate westward 
and move pole-ward and equatorward, owing to the β 
of the Earth’s rotation (i.e. β represents the meridional 
gradient of the Coriolis parameter at a fixed latitude). 
In addition, Chen et al. (2012), showed that the eddy 
propagation south of 10° N in the BoB is westward at 
first and then northwestward with velocities of 2.0 – 11.0 
cm/s.

 The Sri Lanka Dome (SLD) is an upwelling dome 
that forms in a region of strong wind stress curl within 

the SMC system (Vinayachandran & Yamagata, 1998; 
Cullen & Shroyer, 2019). In general, the SLD appears 
in May, matures in July, and decays around September 
(Burns et al., 2017). The presence of the SMC, strong 
positive wind stress curl, and Ekman pumping associated 
with the curl are considered to be the dominant processes 
which contribute to the formation of the SLD east of Sri 
Lanka (Burns et al., 2017). In general, the cyclonic and 
anti-cyclonic eddies formed in the southwestern region 
of the BoB propagate westward from the initial centre. 
However, in 2014, satellite altimetry data revealed an 
anomalous propagation pattern of the SLD, with a lifetime 
of more than six months in the southwestern region 
of the BoB, east of Sri Lanka. Therefore, this study is 
carried out to explain the plausible forcing factors which 
produced this anomalous event using satellite altimetry, 
surface currents, and wind data. 

MATERIALS AND METHODS

The anomalous trajectory of the SLD during 2014 and the 
forcing mechanisms are examined utilizing gridded sea 
level anomaly (SLA) data from Physical Oceanography 
Active Archive Data Centre (PODAAC), wind-stress 
data from the Advanced Scatterometer (ASCAT), ocean 
surface currents data from Ocean Surface Current 
Analysis Real-time (OSCAR) and drifter observations. 
The drifter observation was conducted under the ASIRI 
program by National Aquatic Resources Research 
and Development Agency (NARA) of Sri Lanka 
collaboratively with Scripps Institution of Oceanography 
(SIO), USA (Wijesekera et al., 2016). Details of the 
utilized datasets are given in Table 1.

Table 1: Summary of the datasets used in the study

Parameter Source Resolution Time period

SLA (m) https://podaac.jpl.nasa.gov/ 1/6° × 1/6° (5-day) 1993 – 2018

ASCAT wind-stress (pa) http://apdrc.soest.hawaii.edu/ 0.25° × 0.25° (monthly) 2008 – 2017

OSCAR currents (m/s) http://apdrc.soest.hawaii.edu/ 1/3° × 1/3° (5-day) 2005 – 2015

Further, we estimate the geostrophic currents based on 
the equations given in Yu et al. (2014).
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In which, u and v are the zonal and meridional 
components of the geostrophic velocities, 
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Figure 1. Monthly climatology of sea level anomalies in the southwestern Bay of Bengal 

 

3.2. Trajectory of SLD during 2014 

Time series (1995 - 2015) of SLAs have been examined to identify the propagation pathways of CEs and 

ACEs in the BoB region. The presence of a negative sea level anomaly east of Sri Lanka, referred to as the 

SLD, was observed during 2014 with an exceptional lifetime of nearly six months. This observed 

anomalous feature during 2014 follows a different propagation trajectory compared to the general pattern 

described in earlier studies (Burns et al., 2017).  The snapshots of SLAs from June to December in 2014 is 

presented in Figure 2 to illustrates the propagation pathway of the SLD. Using the winding-angle method 

with SLA and OSCAR currents, the anomalous propagation of the SLD has been tracked and the results 

are presented in Figure 3. 

 

Based on the SLA observations, the SLD first appeared east of Sri Lanka around 6.5-7.5° N, 83-84° E in 

early June and propagated eastward from its initial centre (7.1018° N, 83.7111° E) until the end of June. 

Then it turned north/northeastward and continued until the end of July. During early August it started to 

propagate westward until mid-October. From mid-October, it propagated equatorward along the eastern 

and southern coast of Sri Lanka and disappeared in the Arabian Sea in late December 2014, south of India 

(4.5474° N, 78.0223° E). Thus, the data revealed the existence of the SLD with a lifetime of more than six 

Figure 1: Monthly climatology of sea level anomalies in the southwestern Bay of Bengal
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Figure 2. Snapshots of sea level anomalies from June 2014 to December 2014 in the southwestern Bay of 

Bengal. The centre of the anomalous Sri Lanka Dome (SLD) (tracked using winding-angle method) is 

marked with black triangle in each time-step. 

Figure 2: Snapshots of sea level anomalies from June 2014 to December 2014 in the southwestern Bay 
of Bengal. The centre of the anomalous Sri Lanka Dome (SLD) (tracked using winding-angle 
method) is marked with a black triangle in each time-step.

Trajectory of SLD during 2014

Time series (1995 - 2015) of SLAs have been examined 
to identify the propagation pathways of CEs and ACEs 
in the BoB region. The presence of a negative sea level 
anomaly east of Sri Lanka, referred to as the SLD, was 
observed during 2014 with an exceptional lifetime of 
nearly six months. This observed anomalous feature 

during 2014 follows a different propagation trajectory 
compared to the general pattern described in earlier 
studies (Burns et al., 2017). The snapshots of SLAs from 
June to December in 2014 is presented in Figure 2 to 
illustrates the propagation pathway of the SLD. Using the 
winding-angle method with SLA and OSCAR currents, 
the anomalous propagation of the SLD has been tracked 
and the results are presented in Figure 3.
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Based on the SLA observations, the SLD first appeared 
east of Sri Lanka around 6.5-7.5° N, 83-84° E in early June 
and propagated eastward from its initial centre (7.1018° 
N, 83.7111° E) until the end of June. Then it turned north/
northeastward and continued until the end of July. During 
early August it started to propagate westward until mid-
October. From mid-October, it propagated equatorward 
along the eastern and southern coast of Sri Lanka and 
disappeared in the Arabian Sea in late December 2014, 
south of India (4.5474° N, 78.0223° E). Thus, the data 
revealed the existence of the SLD with a lifetime of 
more than six months during 2014, and its anomalous 
propagation pathway. As the eddies which form in the 
southwestern region of the BoB generally propagate 
westward, the observed anomalous feature highlighted 
the importance of influence from other forcing factors in 
the BoB on eddy formation and propagation. Therefore, 
to decipher the anomalous propagation of the SLD and 
the forcing mechanisms, monthly wind stress and curl, 
surface currents, geostrophic currents, Rossby wave 
forcing, and kinetic energy has been examined from June 
– December 2014 in the region.

Forcing mechanism

Wind-stress and SMC

With the onset of the summer monsoon (June), wind 
stress over the BoB is directed northeastward and it is 
sustained until the end of the summer monsoon (August). 
Relaxation of winds over the bay is identical during the 
post-summer monsoon (October – November). A strong 
positive wind stress curl is a prominent feature which 
appears east of Sri Lanka and points out the Ekman 
divergence in the region. The presence of positive wind 
stress curl associated with Ekman divergence supports 
the formation of cyclonic eddies in the region (Burns 
et al., 2017). Relatively strong surface wind stress 
directed northeastward is observed during May-June in 
2014, which weakens with the progress of the season 
(Figure 4). The SMC triggered by the seasonal winds 
starts to flow into the BoB from the Arabian Sea south 
of Sri Lanka with the onset of the summer monsoon 
(Figure 4). The SMC strengthens with the progression 
of the summer monsoon and weakens during the 

 

 
Figure 3. Anomalous propagation pathway of the Sri Lanka Dome (SLD) in 2014. Yellow circles illustrate 

the anomalous trajectory of the SLD observed in 2014, and the associated colour lines indicate the calendar 

months. The arrow denotes the initial centre of the anomalous SLD. Black circles indicate the general 

trajectories of the SLD in selected years. The red triangles denote the initial centre of the SLD in each year. 

 

3.3. Forcing mechanism 

3.3.1. Wind-stress and SMC 

With the onset of the summer monsoon (June), wind stress over the BoB is directed northeastward and it is 

sustained until the end of the summer monsoon (August). Relaxation of winds over the bay is identical 

during the post-summer monsoon (October – November). A strong positive wind stress curl is a prominent 

feature which appears east of Sri Lanka and points out the Ekman divergence in the region. The presence 

of positive wind stress curl associated with Ekman divergence supports the formation of cyclonic eddies in 

the region (Burns et al., 2017). Relatively strong surface wind stress directed northeastward is observed 

during May-June in 2014, which weakens with the progress of the season (Figure 4). The SMC triggered 

by the seasonal winds starts to flow into the BoB from the Arabian Sea south of Sri Lanka with the onset 

of the summer monsoon (Figure 4). The SMC strengthens with the progression of the summer monsoon 

and weakens during the post-summer period. Results revealed that the SMC was stronger during July 2014 

and occupied a larger area in the southwestern BoB.  

Figure 3: Anomalous propagation pathway of the Sri Lanka Dome (SLD) in 2014. Yellow circles illustrate the anomalous trajectory of 
the SLD observed in 2014, and the associated colour lines indicate the calendar months. The arrow denotes the initial centre 
of the anomalous SLD. Black circles indicate the general trajectories of the SLD in selected years. The red triangles denote 
the initial centre of the SLD in each year.
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post-summer period. Results revealed that the SMC was 
stronger during July 2014 and occupied a larger area in 
the southwestern BoB. 

 As the strong wind-stress curl and SMC are well-
known initial forcing factors for the SLD (Cullen & 
Shroyer, 2019), we show the monthly anomalies of 
wind-stress (Figure 5a) and surface currents (Figure 5b) 
to explain the initial forcing that facilitated the SLD in 

2014. The results indicate the presence of an eastward 
wind stress and surface currents in the southern BoB 
during June 2014, which has further strengthened towards 
the east/northeast during July 2014. Based on the quasi-
geostrophic theory, Chen et al. (2012) reported that eddies 
on a β-plane should propagate westward. However, the 
anomalous trajectory of the SLD, observed in 2014, 
indicated an eastward/northeastward propagation. 
Therefore, here we suggest that the existence of weaker 

 
Figure 4. Monthly average wind-stress (upper panel) and surface currents (lower panel) in the Bay of Bengal 

during May – August 2014. 

 

As the strong wind-stress curl and SMC are well-known initial forcing factors for the SLD (Cullen & 

Shroyer, 2019), we show the monthly anomalies of wind-stress (Figure 5a) and surface currents (Figure 5b) 

to explain the initial forcing that facilitated the SLD in 2014. The results indicate the presence of an 

eastward wind stress and surface currents in the southern BoB during June 2014, which has further 

strengthened towards the east/northeast during July 2014. Based on the quasi-geostrophic theory, Chen et 

al. (2012) reported that eddies on a b-plane should propagate westward. However, the anomalous trajectory 

of the SLD, observed in 2014, indicated an eastward/northeastward propagation. Therefore, here we suggest 

that the existence of weaker upwelling Rossby waves in the 6 – 8° N latitudinal band (Figure 6a) and the 

presence of strong eastward winds and SMC during June – July 2014 may have facilitated the 

eastward/northeastward propagation of the SLD. And, that eastward/northeastward propagation may have 

allowed the SLD to undergo the forcing of upwelling Rossby waves and the western boundary currents 

during August to December in 2014. 

 

Figure 4: Monthly average wind-stress (upper panel) and surface currents (lower panel) in the Bay of Bengal during May – August 2014.

 
Figure 5. Anomalies of wind-stress (a), and surface currents (b) in the Bay of Bengal during May–August 

2014.  

 

3.3.2. Rossby waves  

The Kelvin and Rossby waves are important dynamic features of the ocean, as they are capable of 

transferring wind energy in the basin due to their non-dispersive character (Kumar et al., 2000; Rao et al., 

2013). Chelton et al. (2007) reported that in the oceans, westward propagating eddies and Rossby waves 

are intrinsically related to each other and sometimes it is difficult to differentiate these two phenomena. A 

Hövmoller diagram for the BoB at three different latitudinal bands (6-8° N, 10-12° N, 14-16° N) shows the 

westward propagation of positive and negative of SLAs during the study period implying the existence of 

westward propagating Rossby waves (Figure 6). The existence of downwelling Rossby waves is thought to 

inhibit the CEs, while upwelling Rossby waves facilitate the CEs in the ocean. However, the observed 

Rossby waves were weaker in the 6-8° N latitudinal band and hence had less influence on the propagation 

of the SLD in 2014 (Figure 6a). Further, a negative SLA signal was observed between 10-12° N latitudes 

during June – October 2014 which propagated westward in the BoB (Figure 6b). This in agreement with 

earlier findings (Kumar et al., 2000), that reported the movement of low SLAs from the eastern boundary 

in March and ended up in the western boundary during October, along the 12° N latitude in the BoB. 

Therefore, the upper ocean variability of the BoB, to a larger extent is controlled by the westward 

propagating Rossby waves. Also, Chen et al. (2012) have pointed out that, in the central BoB (10° N–15° 

N) eddies tend to move quasiwestward with velocities of 2.0-11.0 cm/s. Thus, in agreement with the earlier 

findings, the SLD after crossing the 10° N latitude turned and propagated westward until mid-October with 

the forcing of upwelling Rossby waves. Further, it has been identified that the northeastward propagating 

SLD merged with another westward propagating CE around 10° N latitude in mid-July 2014, and the 

Figure 5: Anomalies of wind-stress (a), and surface currents (b) in the Bay of Bengal during May–August 2014. 
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upwelling Rossby waves in the 6 – 8° N latitudinal band 
(Figure 6a) and the presence of strong eastward winds 
and SMC during June – July 2014 may have facilitated 
the eastward/northeastward propagation of the SLD. The 

eastward/northeastward propagation may have allowed 
the SLD to undergo the forcing of upwelling Rossby 
waves and the western boundary currents during August 
to December in 2014.

combination propagated westward until mid-October (Figure 2). Generally, the SLD does not undergo 

forcing from westward propagating waves during the late summer monsoon, as it decays at the western 

boundary of the BoB. However, the initial eastward propagation has allowed the SLD to undergo the forcing 

of upwelling Rossby waves in the region. 

 
Figure 6. Hövmoller diagram (time versus longitude) of monthly average sea level anomalies (a) 6-8° N, 

80-92° E; (b) 10-12° N, 80-92° E, and (c) 14-16° N, 80-92° E, during 2014. 

 

3.3.3. Western boundary currents (WBC) 

With the onset of the post-summer monsoon, winds over the BoB weaken and reverse direction towards 

southwest. The seasonally reversing East Indian Coastal Current (EICC) starts to flow equatorward along 

the western boundary of the BoB as a response to the seasonally reversing winds during October. The 

seasonal changes in the western boundary currents of the BoB are evident in the SVP drifter observations 

(Jinadasa et al., 2020) and they are presented in Figure 7. During mid-October, the westward propagating 

SLD interacts with the equatorward flowing EICC at the northeast of Sri Lanka (Figure 2) and starts to flow 

equatorward (Figure 3). The SLD is located about 100 km away from the east coast of Sri Lanka during 

late October, it interacts with the WBC of the BoB, and it is evident in the surface current observations 

(Figure 7). In general, the SLD does not prevail till post-summer monsoon to undergo the forcing of the 

WBC. Thus, with the forcing of WBC the SLD propagated along the east coast of Sri Lanka towards AS 

during late October – December, in 2014. 

Figure 6: Hövmoller diagram (time versus longitude) of monthly average sea level anomalies (a) 6-8° N, 80-92° E; (b) 10-12° 
N, 80-92° E, and (c) 14-16° N, 80-92° E, during 2014.

Rossby waves 

The Kelvin and Rossby waves are important dynamic 
features of the ocean, as they are capable of transferring 
wind energy in the basin due to their non-dispersive 
character (Kumar et al., 2000; Rao et al., 2013). Chelton 
et al. (2007) reported that in the oceans, westward 
propagating eddies and Rossby waves are intrinsically 
related to each other and sometimes it is difficult to 
differentiate these two phenomena. A Hövmoller diagram 
for the BoB at three different latitudinal bands (6-8° N, 
10-12° N, 14-16° N) shows the westward propagation 
of positive and negative of SLAs during the study 
period implying the existence of westward propagating 
Rossby waves (Figure 6). The existence of downwelling 
Rossby waves is thought to inhibit the CEs, while 
upwelling Rossby waves facilitate the CEs in the ocean. 
However, the observed Rossby waves were weaker in the 
6–8° N latitudinal band and hence had less influence on 
the propagation of the SLD in 2014 (Figure 6a). Further, 
a negative SLA signal was observed between 10–12° N 
latitudes during June – October 2014 which propagated 
westward in the BoB (Figure 6b). This is in agreement 

with earlier findings (Kumar et al., 2000), that reported 
the movement of low SLAs from the eastern boundary 
in March and ended up in the western boundary 
during October, along the 12° N latitude in the BoB. 
Therefore, the upper ocean variability of the BoB, to a 
larger extent is controlled by the westward propagating 
Rossby waves. Also, Chen et al. (2012) have pointed out 
that, in the central BoB (10° N–15° N) eddies tend to 
move quasiwestward with velocities of 2.0-11.0 cm/s. 
Thus, in agreement with the earlier findings, the SLD 
after crossing the 10° N latitude turned and propagated 
westward until mid-October with the forcing of upwelling 
Rossby waves. Further, it has been identified that the 
northeastward propagating SLD merged with another 
westward propagating CE around 10° N latitude in mid-
July 2014, and the combination propagated westward 
until mid-October (Figure 2). Generally, the SLD does 
not undergo forcing from westward propagating waves 
during the late summer monsoon, as it decays at the 
western boundary of the BoB. However, the initial 
eastward propagation has allowed the SLD to undergo 
the forcing of upwelling Rossby waves in the region.
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Figure 7. Surface currents in the southwestern Bay of Bengal, (a) October, (b) November, and (c) December 

2014. And (d) surface currents estimated from SVP drifter trajectories in the southwestern region of the 

Bay of Bengal during 2013-2014. 

 

3.4. Variability of eddy properties 

The variability of eddy kinetic energy (EKE), eddy radius, and eddy velocity of the anomalous SLD have 

been examined and the results are presented in Figure 8. From mid-June to mid-October 2014 EKE 

remained in between 0 – 0.05 cm2s-2 and peaked to a maximum of 0.25 cm2s-2 in early November. From 

late-October to mid-December the EKE was comparatively high and varied between 0.05 and 0.25 cm2s-2. 

Further, the calculated eddy velocity along the trajectory clearly indicates that it was increasing during 

November – December and peaked to a maximum of 8.76 cm/s in end of November 2014 (Figure 8). The 

identified peaks in EKE and eddy velocity during late-October to mid-December clearly emphasize the 

influence of the WBC on the anomalous SLD. Rao et al. (2013), pointed out that the kinetic energy is higher 

along the coastally trapped waves during December-January, and in January the energy is much higher 

(10,000 cm2 s-2) in the western BoB. Using 17 years (Oct. 1992 to Oct. 2009) of altimetry data, Chen et al. 

(2012) have explained the mean eddy properties and their temporal and spatial variations in the BoB. 

Further, they pointed out that the total eddy energy observed at the western boundary is higher than in the 

east, while the baroclinic and barotropic conversions are both active at the western boundary but the former 

is stronger. The growth of the perturbation through baroclinic instability is more important to the formation 

and existence of eddies in the west, hence strong EICC should be the key factor. This could be the reason 

that the detected SLD has a higher EKE and velocity after reaching the western boundary of the BoB.  

Figure 7: Surface currents in the southwestern Bay of Bengal, (a) October, (b) November, and (c) December 2014. And (d) surface 
currents estimated from SVP drifter trajectories in the southwestern region of the Bay of Bengal during 2013-2014.

Western boundary currents (WBC)

With the onset of the post-summer monsoon, winds over 
the BoB weaken and reverse direction towards southwest. 
The seasonally reversing East Indian Coastal Current 
(EICC) starts to flow equatorward along the western 
boundary of the BoB as a response to the seasonally 
reversing winds during October. The seasonal changes 
in the western boundary currents of the BoB are evident 
in the SVP drifter observations (Jinadasa et al., 2020) 
and they are presented in Figure 7. During mid-October, 

the westward propagating SLD interacts with the 
equatorward flowing EICC at the northeast of Sri Lanka 
(Figure 2) and starts to flow equatorward (Figure 3). The 
SLD is located about 100 km away from the east coast 
of Sri Lanka during late October, it interacts with the 
WBC of the BoB, and it is evident in the surface current 
observations (Figure 7). In general, the SLD does not 
prevail till post-summer monsoon to undergo the forcing 
of the WBC. Thus, with the forcing of WBC the SLD 
propagated along the east coast of Sri Lanka towards AS 
during late October – December, in 2014.

Variability of eddy properties

The variability of eddy kinetic energy (EKE), eddy 
radius, and eddy velocity of the anomalous SLD have 
been examined and the results are presented in Figure 8. 
From mid-June to mid-October 2014 EKE remained in 
between 0 – 0.05 cm2s-2 and peaked to a maximum of 
0.25 cm2s-2 in early November. From late-October to mid-
December the EKE was comparatively high and varied 
between 0.05 and 0.25 cm2s-2. Further, the calculated 
eddy velocity along the trajectory clearly indicates that 
it was increasing during November – December and 

peaked to a maximum of 8.76 cm/s in end of November 
2014 (Figure 8). The identified peaks in EKE and eddy 
velocity during late-October to mid-December clearly 
emphasize the influence of the WBC on the anomalous 
SLD. Rao et al. (2013), pointed out that the kinetic 
energy is higher along the coastally trapped waves 
during December-January, and in January the energy 
is much higher (10,000 cm2 s-2) in the western BoB. 
Using 17 years (Oct. 1992 to Oct. 2009) of altimetry 
data, Chen et al. (2012) have explained the mean eddy 
properties and their temporal and spatial variations in the 
BoB. Further, they pointed out that the total eddy energy 
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observed at the western boundary is higher than in the 
east, while the baroclinic and barotropic conversions 
are both active at the western boundary but the former 
is stronger. The growth of the perturbation through 
baroclinic instability is more important to the formation 
and existence of eddies in the west, hence strong EICC 
should be the key factor. This could be the reason that 
the detected SLD has a higher EKE and velocity after 
reaching the western boundary of the BoB.  Further it 
highlights that the forcing from the boundary current 
on the SLD is higher compared to that of forcing from 

westward propagating Rossby waves and seasonal 
winds. The eddy radius varies in between about 75 and 
400 km and the maximum radius, ~ 375 km, is observed 
during mid-August. Merging with another eddy during 
this period and the weakening of external forcing may 
be one of the reasons for the noted increase in the radius 
(Figure 2). Theoretically when an eddy is more energetic, 
the radius remains small. It is evident in Figure 8, and 
it clearly indicates that, during November, the radius of 
the anomalous CE is reducing when the EKE reaches a 
maximum.

Further it highlights that the forcing from the boundary current on the SLD is higher compared to that of 

forcing from westward propagating Rossby waves and seasonal winds. The eddy radius varies in between 

about 75 and 400 km and the maximum radius, ~ 375 km, is observed during mid-August. Merging with 

another eddy during this period and the weakening of external forcing may be one of the reasons for the 

noted increase in the radius (Figure 2). Theoretically when an eddy is more energetic, the radius remains 

small. It is evident in Figure 8, and it clearly indicates that, during November, the radius of the anomalous 

CE is reducing when the EKE reaches a maximum. 

 
Figure 8. Variability of EKE, eddy radius and velocity along the trajectory of the Sri Lanka Dome (SLD) 

during 2014. 

 

4. Conclusion 

The SLD is a feature that appears off the east of Sri Lanka during May-September. The formation of the 

SLD seems to be linked with the strong cyclonic curl in wind stress and SMC, while the decay is linked 

with the westward propagating downwelling Rossby waves in the region. However, an anomalous 

propagation pathway of the SLD has been identified during 2014, and this study is carried out to understand 
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CONCLUSION

The SLD is a feature that appears off the east of Sri Lanka 
during May-September. The formation of the SLD seems 
to be linked with the strong cyclonic curl in wind stress 
and SMC, while the decay is linked with the westward 
propagating downwelling Rossby waves in the region. 
However, an anomalous propagation pathway of the 
SLD has been identified during 2014, and this study is 
carried out to understand the influencing factors behind 
this anomalous propagation. The trajectory, radius, 
EKE, and velocity of the SLD are identified using the 
winding-angle method with SLA and OSCAR currents. 
The SLD propagated eastward/northeastward from its 
initial centre with the forcing of strong wind and SMC 
which dominates over the westward propagating Rossby 
waves during June – July 2014. After crossing the 10° N 
latitude, the SLD tended to propagate westward until 

mid-October, with the forcing of Rossby waves. Finally, 
the SLD was carried towards the AS along the east coast 
of Sri Lanka by the WBC that exists in the BoB. The 
detected SLD existed for a longer time in the ocean 
while propagating over longer distances compared to 
its behaviour in the previous years. The initial eastward 
shift facilitated by the SMC may have supported the 
observed anomalous trajectory of the SLD. As the 
processes involved in SLD are conceived to influence 
the formation and frequency of monsoon depressions in 
the northern BoB (Burns et al., 2017), further studies are 
recommended to understand inter-annual variability of 
the dome dynamics.
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Abstract: This work investigates the spectra of coloured 
particles radiated from Schwarzschild black holes and Kerr 
black holes as their mass decrease from ~1013 g to Planck 
mass. The emission rate formulas in terms of black hole mass, 
temperature, entropy, and spin are derived. The variation of 
spectra with time, and black hole parameters such as mass, 
temperature, entropy, and spin are obtained and discussed. 
During the last stages of black hole evaporation, black hole 
loses its mass at a drastic rate. When the orders of magnitude of 
particles were disregarded, the spectrum of quarks and gluons 
emitted from the 1013 g black hole over 3171 millennia was 
emitted from the 108 g black hole within 2.5 × 10-4 s. It only 
took 3.5 × 10-25 s for a Schwarzschild black hole to reduce its 
mass from 10.00 g to 2.55 × 10-5 g. As the black hole reaches 
the end of its lifetime, the emission rates of the high energetic 
particles gradually recede and reach the limit of zero as 
Planck mass is reached. By the time the black hole begins to 
emit coloured particles its temperature is ~1012 K, but when it 
reaches the Planck mass its temperature has reached closer to 
the Planck temperature. As Planck mass is reached, the entropy 
of the black hole gradually decreases and gets very close to 
zero.

Keywords: Black hole entropy, black hole mass, black hole 
spin, black hole temperature, coloured particles, Hawking 
radiation.

INTRODUCTION

Hawking’s discovery of particle emission by black holes 
(BHs) led to many further investigations (Carr, 1976; 
Page, 1976a; 1976b; 1977; MacGibbon & Webber, 1990). 
One of the earliest works in astrophysics on the theory 

of BH evaporation via particle emission was by Page 
and Hawking (1976), who examined the possibilities 
of detecting gamma rays produced by the evaporation 
of primordial black holes (PBHs). They predicted the 
gamma-ray spectra produced by PBHs and suggested that 
the best prospect for detecting a PBH would be to look for 
hard gamma rays that are expected in the final stages of 
the evaporation of the BH. Carr (1976) investigated how 
small PBHs could have contributed to the background 
density of gravitons, electrons, neutrinos, nucleons, and 
photons in the universe. He also predicted the spectrum 
of gravitons, electrons, and neutrinos which should result 
from PBH evaporations.

 Page (1976a) calculated the emission rates for the 
known massless particles from a nonrotating, uncharged 
BH. He also estimated that a PBH would decay away 
within the present age of the universe if and only if its 
initial mass were less than (5±1) × 1014 g. In a subsequent 
paper (1976b), Page extended the calculations of the 
first paper to a rotating BH and the resultant evolution 
of the BH. He showed that angular momentum is given 
off a few times quicker than energy and thus, a swiftly 
spinning BH spins down to a nearly nonrotating state 
prior to giving up most of its mass. 

 A calculation done for the colour charge by Perry 
(1977) showed that a BH conserves colour and any 
fluctuation in the radiation process that generates a 
coloured BH will immediately be countered by the BH 
losing its colour in much the same way as a charged BH 
would lose its charge in the case of electromagnetism. 

Astrophysics
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Thus, the BH will remain neutral concerning colour 
guaranteeing a colourless final state for the emission 
products.

 The first calculation of BH emission considering 
the particle decays and emission of quarks and gluons 
from BHs was done by MacGibbon and Webber. They 
assumed that quarks and gluons would be emitted by 
the BH above the Quark Gluon Deconfinement (QGD) 
temperature (~ 150–200 MeV) and the emitted quarks 
and gluons fragment into hadrons, which further decay 
into neutrinos, electrons, photons, etc., and found (1990) 
that owing to the tremendous rise in the degrees of 
freedom for quarks and gluons, and the huge number of 
final particles produced by the decay of each coloured 
particle, the quark and gluon emission dominates the 
evaporation of BHs beyond the QGD temperature 
(~ 150–200 MeV). They also showed that the emitted 
quarks and gluons are similar to those produced in e+e- 
collider events and therefore must decay in the same way 
into final colourless hadronic states.

 A group theoretical approach was used by Kofoed 
(2015) to study the emission of coloured particles from 
sufficiently hot BHs. He performed the calculations 
using the bird track notation, a pictorial representation 
of SU(N) tensor calculations and compared quantum 
chromodynamics (QCD) to quantum electrodynamics. 
During more recent times Ukwatta et al. (2016) have 
investigated the emission of coloured particles from BHs 
approaching the end of their lifetimes and calculated the 
energy dependent PBH burst light curves in the GeV/TeV 
energy range.

 The objective of this work is to derive emission 
rate formulas in terms of BH parameters such as mass, 
temperature, entropy, and spin and investigate the 
variation of primary spectra of coloured particles from 
Schwarzschild black holes (SBHs) and Kerr black 
holes (KBHs) of masses between ~1013 g and Planck 
mass (~105 g) with time, mass, temperature, entropy, 
and spin. SBHs are non-rotating, uncharged BHs, and 
KBHs are rotating, uncharged BHs. More detailed 
definitions of SBHs and KBHs and their basic properties 
are presented in Methodology under Theoretical 
Formulation. We restrict the analysis to BHs of masses 
below ~1013 g because these are the only BHs that emit 
coloured particles. Furthermore, the classical description 
used in our analysis breaks down when the BH mass 
approaches Planck mass. All formulas used are in Planck 
units where = c = kB = G =1 (= reduced Planck constant, 
c = speed of light in vacuum, kB = Boltzmann constant, 
G = gravitational constant), unless stated otherwise. 

The available C code BlackHawk (Arbey & Auffinger, 
2019; 2021) at https://blackhawk.hepforge.org was used 
to calculate the emission rates. The study of emission of 
coloured particles is important because coloured particles 
are being emitted more dominantly than other types of 
particles from the BHs of the considered mass range. And 
BHs of the considered mass range are the ones which can 
produce any observable bursts of Hawking radiation. 

MATERIALS AND METHODS

Theoretical formulation

Schwarzschild black holes

Schwarzschild black holes (SBHs) are spherically 
symmetric, nonrotating, uncharged BHs which are 
described by the Schwarzschild metric in Schwarzschild 
coordinates 
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Where Γ� are the graybody factors for the particle species which are dependent on energy of the emitted 

particles, 𝑑𝑑, and the mass of the BH, 𝜋𝜋. They have to be calculated numerically. Rewriting the equation 
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Here 𝑛𝑛��� is the number of degrees of freedom of the particle species such as electric charge, colour, 

etc. and 𝑠𝑠 is particle spin. Equation (5) gives the relationship between the surface gravity, 𝜅𝜅 and the 

mass of the BH, 𝜋𝜋. Using equation (5) particle emission rates can be written in terms of the energy of 
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Equation (11) can also be modified to be written in terms of the energy of the emitted particles, 𝑄𝑄 and 
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where the summation over 𝑖𝑖 is over all the directly emitted species. Thus, the Page factor can be obtained 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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where the coordinates 𝑟𝑟, 𝜃𝜃, 𝑑𝑑 are standard oblate spheroidal coordinates. Here Σ and Δ are defined as, 

Σ(𝑟𝑟) = 𝑟𝑟� + 𝑎𝑎� cos� 𝜃𝜃 

Δ(𝑟𝑟) = 𝑟𝑟� − 2𝑑𝑑𝑟𝑟 + 𝑎𝑎� 
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and 𝑎𝑎 is the BH spin defined by, 

𝑎𝑎 =
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where 𝐽𝐽 is the angular momentum of the BH. The reduced spin parameter can be defined as, 

𝑎𝑎∗ =
𝑎𝑎
𝑑𝑑

 ∈ [0, 1] (21) 

When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 

 by using equations (2), (4) and 
(5). It can be given as,
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The mass of the Hawking evaporating SBH as a function of time can be written in the form of a 
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their quantum degrees of freedom. When the BH evaporates the value of 𝑑𝑑 is decreased by a quantity 

equal to the total mass-energy of the radiated particles. By conservation of energy, 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= − � �
𝑑𝑑�𝑁𝑁�

𝑑𝑑𝑄𝑄𝑑𝑑𝑑𝑑
𝑄𝑄𝑑𝑑𝑑𝑑

��

��

 (16) 

where the summation over 𝑖𝑖 is over all the directly emitted species. Thus, the Page factor can be obtained 

as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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where the coordinates 𝑟𝑟, 𝜃𝜃, 𝑑𝑑 are standard oblate spheroidal coordinates. Here Σ and Δ are defined as, 

Σ(𝑟𝑟) = 𝑟𝑟� + 𝑎𝑎� cos� 𝜃𝜃 
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and 𝑎𝑎 is the BH spin defined by, 

𝑎𝑎 =
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 (20) 

where 𝐽𝐽 is the angular momentum of the BH. The reduced spin parameter can be defined as, 

𝑎𝑎∗ =
𝑎𝑎
𝑑𝑑

 ∈ [0, 1] (21) 

When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 
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 The mass of the Hawking evaporating SBH as a 
function of time can be written in the form of a differential 
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Equation (11) can also be modified to be written in terms of the energy of the emitted particles, 𝑄𝑄 and 

the entropy of the BH, 𝑆𝑆�� by using equations (2), (4) and (5). It can be given as, 
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where the summation over 𝑖𝑖 is over all the directly emitted species. Thus, the Page factor can be obtained 

as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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where the coordinates 𝑟𝑟, 𝜃𝜃, 𝑑𝑑 are standard oblate spheroidal coordinates. Here Σ and Δ are defined as, 

Σ(𝑟𝑟) = 𝑟𝑟� + 𝑎𝑎� cos� 𝜃𝜃 

Δ(𝑟𝑟) = 𝑟𝑟� − 2𝑑𝑑𝑟𝑟 + 𝑎𝑎� 
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and 𝑎𝑎 is the BH spin defined by, 

𝑎𝑎 =
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 (20) 

where 𝐽𝐽 is the angular momentum of the BH. The reduced spin parameter can be defined as, 

𝑎𝑎∗ =
𝑎𝑎
𝑑𝑑

 ∈ [0, 1] (21) 

When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 
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Equation (11) can also be modified to be written in terms of the energy of the emitted particles, 𝑄𝑄 and 

the entropy of the BH, 𝑆𝑆�� by using equations (2), (4) and (5). It can be given as, 
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where the summation over 𝑖𝑖 is over all the directly emitted species. Thus, the Page factor can be obtained 

as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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where the coordinates 𝑟𝑟, 𝜃𝜃, 𝑑𝑑 are standard oblate spheroidal coordinates. Here Σ and Δ are defined as, 
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and 𝑎𝑎 is the BH spin defined by, 

𝑎𝑎 =
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where 𝐽𝐽 is the angular momentum of the BH. The reduced spin parameter can be defined as, 

𝑎𝑎∗ =
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 ∈ [0, 1] (21) 

When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 
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directly radiated particle species by a BH of mass M 
and their quantum degrees of freedom. When the BH 
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equal to the total mass-energy of the radiated particles. 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  
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For SBHs the mass decay gets faster with time, as the 
temperature gets higher as the mass decreases. 
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Kerr black holes

Kerr black holes (KBHs) are an expansion of SBHs. 
They are uncharged but rotating and thus, have a nonzero 
spin. They are described by the Kerr metric which can be 
given in Boyer-Lindquist coordinates as,
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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where the coordinates 𝑟𝑟, 𝜃𝜃, 𝑑𝑑 are standard oblate spheroidal coordinates. Here Σ and Δ are defined as, 
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Kerr geometry has an inner and an outer horizon located at, 

 are standard oblate 
spheroidal coordinates. Here 

5 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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the entropy of the BH, 𝑆𝑆�� by using equations (2), (4) and (5). It can be given as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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and 𝑎𝑎 is the BH spin defined by, 

𝑎𝑎 =
𝐽𝐽

𝑑𝑑
 (20) 
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When 𝑎𝑎∗ = 1, the BH is maximally rotating. 

Kerr geometry has an inner and an outer horizon located at, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 

nonzero spin. They are described by the Kerr metric which can be given in Boyer-Lindquist coordinates 

as, 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  

Kerr black holes 

Kerr black holes (KBHs) are an expansion of SBHs. They are uncharged but rotating and thus, have a 
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For SBHs the mass decay gets faster with time, as the temperature gets higher as the mass decreases.  
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𝑟𝑟± = 𝑀𝑀 ± �𝑀𝑀� − 𝑎𝑎� (22) 

where 𝑎𝑎 → 0, KBH simplifies to a SBH.  

The area of the event horizon of KBH located at 𝑟𝑟� can be given as (Page, 2005),  

𝐴𝐴 = 4𝜋𝜋(𝑟𝑟�� + 𝑎𝑎�) (23) 

 

The Bekenstein-Hawking entropy of the rotating BH is thus defined as (Ibungochouba Singh et al., 

2014), 

𝑆𝑆�� =
1
4
𝐴𝐴 = 𝜋𝜋(𝑟𝑟�� + 𝑎𝑎�) (24) 

The surface gravity of Kerr solution is defined as (Page, 2005), 

𝜅𝜅 =
4𝜋𝜋(𝑟𝑟� − 𝑀𝑀)

𝐴𝐴
 (25) 

The temperature of a rotating KBH is given by (Arbey & Auffinger, 2019), 

𝑇𝑇 =
1
2𝜋𝜋�

𝑟𝑟� − 𝑀𝑀
𝑟𝑟�� + 𝑎𝑎�

� (26) 

The particle emission rates from a KBH can be derived from equation (9). For a KBH electric potential, 

𝛷𝛷 = 0, and it has an angular velocity at the horizon defined by,  

Ω =
𝑎𝑎∗

2𝑟𝑟�
 (27) 

Thus, for a KBH equation (9) reduces to, 

𝑑𝑑�𝑁𝑁
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

=
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2𝜋𝜋 �

𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

 (28) 

In this case the graybody factors are dependent on the energy of the emitted particles, 𝑑𝑑, the mass of 

the BH, 𝑀𝑀, and the reduced spin parameter, 𝑎𝑎∗. Taking into account all the degrees of freedom of a 

particle species, the emission rate formula is, 

𝑑𝑑�𝑁𝑁
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

=
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𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

. 𝑛𝑛��� (29) 

Similar to the derivation done for a SBH, the emission rate formula can be written in terms of the 

temperature of the KBH using equations (23), (25), and (26). It can be given as, 

𝑑𝑑�𝑁𝑁
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

=
𝛤𝛤�
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𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑑𝑑 −𝑚𝑚𝑚𝑚

𝑇𝑇 � − (−1)���
��

. 𝑛𝑛��� (30) 

Similarly, emission rate formulas can be written in terms of the mass of the BH 𝑀𝑀, entropy 𝑆𝑆��, and 

reduced spin parameter 𝑎𝑎∗ as, 

 ...(22)

where 
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. Taking into 
account all the degrees of freedom of a particle species, 
the emission rate formula is,
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In this case the graybody factors are dependent on the energy of the emitted particles, 𝑑𝑑, the mass of 
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Similarly, emission rate formulas can be written in terms of the mass of the BH 𝑀𝑀, entropy 𝑆𝑆��, and 
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  ...(29)
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, and reduced 
spin parameter 

6 
 

𝑟𝑟± = 𝑀𝑀 ± �𝑀𝑀� − 𝑎𝑎� (22) 

where 𝑎𝑎 → 0, KBH simplifies to a SBH.  

The area of the event horizon of KBH located at 𝑟𝑟� can be given as (Page, 2005),  

𝐴𝐴 = 4𝜋𝜋(𝑟𝑟�� + 𝑎𝑎�) (23) 

 

The Bekenstein-Hawking entropy of the rotating BH is thus defined as (Ibungochouba Singh et al., 

2014), 

𝑆𝑆�� =
1
4
𝐴𝐴 = 𝜋𝜋(𝑟𝑟�� + 𝑎𝑎�) (24) 

The surface gravity of Kerr solution is defined as (Page, 2005), 

𝜅𝜅 =
4𝜋𝜋(𝑟𝑟� − 𝑀𝑀)

𝐴𝐴
 (25) 

The temperature of a rotating KBH is given by (Arbey & Auffinger, 2019), 

𝑇𝑇 =
1
2𝜋𝜋�

𝑟𝑟� − 𝑀𝑀
𝑟𝑟�� + 𝑎𝑎�

� (26) 

The particle emission rates from a KBH can be derived from equation (9). For a KBH electric potential, 

𝛷𝛷 = 0, and it has an angular velocity at the horizon defined by,  

Ω =
𝑎𝑎∗

2𝑟𝑟�
 (27) 

Thus, for a KBH equation (9) reduces to, 

𝑑𝑑�𝑁𝑁
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

=
Γ�
2𝜋𝜋 �

𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

 (28) 

In this case the graybody factors are dependent on the energy of the emitted particles, 𝑑𝑑, the mass of 
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Similar to the derivation done for a SBH, the emission rate formula can be written in terms of the 

temperature of the KBH using equations (23), (25), and (26). It can be given as, 
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Similarly, emission rate formulas can be written in terms of the mass of the BH 𝑀𝑀, entropy 𝑆𝑆��, and 

reduced spin parameter 𝑎𝑎∗ as,  as,
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑀𝑀� � �
Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)

2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �
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𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

. 𝑛𝑛���𝑑𝑑𝑑𝑑𝑑𝑑
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��

�
 (32) 

The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

= −
𝑀𝑀
𝑎𝑎∗ � ��

𝑚𝑚Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

. 𝑛𝑛���𝑑𝑑𝑑𝑑
����

��

�
 

(33) 

After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )

𝑑𝑑𝑑𝑑
=

1
𝑀𝑀�

𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

− 2
𝐽𝐽
𝑀𝑀�

𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 

  
  ...(31)
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𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
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The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑
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After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )
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Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 

 ...(32)

The differential equation describing the evolution of BH 
angular momentum is,
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 
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The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
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After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
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Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 
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The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
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After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗
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Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 
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The differential equation describing the evolution of BH angular momentum is, 
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After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 
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Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 
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The differential equation describing the evolution of BH angular momentum is, 
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𝑑𝑑𝑑𝑑
=

1
𝑀𝑀�

𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

− 2
𝐽𝐽
𝑀𝑀�

𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 

 and 
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑀𝑀� � �
Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)

2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �
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𝜅𝜅 2𝜋𝜋⁄ � − (−1)���
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. 𝑛𝑛���𝑑𝑑𝑑𝑑𝑑𝑑
�

��

�
 (32) 

The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

= −
𝑀𝑀
𝑎𝑎∗ � ��

𝑚𝑚Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

. 𝑛𝑛���𝑑𝑑𝑑𝑑
����

��

�
 

(33) 

After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )

𝑑𝑑𝑑𝑑
=

1
𝑀𝑀�

𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

− 2
𝐽𝐽
𝑀𝑀�

𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 

 the evolution of  
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑀𝑀� � �
Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
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𝜅𝜅 2𝜋𝜋⁄ � − (−1)���

��

. 𝑛𝑛���𝑑𝑑𝑑𝑑𝑑𝑑
�

��

�
 (32) 

The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

= −
𝑀𝑀
𝑎𝑎∗ � ��

𝑚𝑚Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑑𝑑 −𝑚𝑚Ω
𝜅𝜅 2𝜋𝜋⁄ � − (−1)���
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. 𝑛𝑛���𝑑𝑑𝑑𝑑
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(33) 

After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )

𝑑𝑑𝑑𝑑
=

1
𝑀𝑀�

𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

− 2
𝐽𝐽
𝑀𝑀�

𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 

can be obtained as,
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑀𝑀� � �
Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
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The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

= −
𝑀𝑀
𝑎𝑎∗ � ��

𝑚𝑚Γ�(𝑑𝑑,𝑀𝑀, 𝑎𝑎∗)
2𝜋𝜋 �𝑒𝑒𝑒𝑒𝑒𝑒 �
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(33) 

After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )

𝑑𝑑𝑑𝑑
=

1
𝑀𝑀�

𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑
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𝐽𝐽
𝑀𝑀�

𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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In KBHs both mass 𝑀𝑀 and angular momentum 𝐽𝐽 evolve with time. A rotating BH is more likely to emit 

particles with high angular momentum, and with a projection 𝑚𝑚 of that angular momentum aligned with 

the BH spin. Hence, the angular momentum of the BH will be gradually extracted. The Page factor for 

a KBH is, 

𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) = −𝑀𝑀� 𝑑𝑑𝑀𝑀
𝑑𝑑𝑑𝑑
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The differential equation describing the evolution of BH angular momentum is, 

𝑔𝑔(𝑀𝑀, 𝑎𝑎∗) = −
𝑀𝑀
𝑎𝑎∗
𝑑𝑑𝐽𝐽
𝑑𝑑𝑑𝑑

= −
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After obtaining 𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) and 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗), the evolution of 𝑎𝑎∗ can be obtained as, 

𝑑𝑑𝑎𝑎∗

𝑑𝑑𝑑𝑑
=
𝑑𝑑(𝐽𝐽 𝑀𝑀�⁄ )

𝑑𝑑𝑑𝑑
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𝑑𝑑𝑑𝑑
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𝑑𝑑𝑑𝑑

= 𝑎𝑎∗
2𝑓𝑓(𝑀𝑀, 𝑎𝑎∗) − 𝑔𝑔(𝑀𝑀, 𝑎𝑎∗)

𝑀𝑀�  
(34) 

 

Simulation 

First the emission rate formulas in terms of black hole mass, temperature, entropy, and spin were derived 

for both Schwarzschild and Kerr BHs. Then the public C code BlackHawk (Arbey & Auffinger, 2019; 

2021) was used to calculate the particle emission rates. Then separate Python scripts were written to 

simulate the variation of the emission rates of different particle species with time and different BH 

parameters. BHs radiate coloured particles once their temperatures exceed QGD temperature (~200 

MeV). In this paper, all BHs radiating coloured particles are categorized into three categories based on 

their mass and temperature. (i) BHs beginning to emit coloured particles, (ii) Intermediate BHs emitting 

coloured particles, and (iii) BHs reaching the end of their lifetime. 

For BHs beginning to emit coloured particles, BHs of mass ~1013 g were simulated. For intermediate 

BHs emitting coloured particles, BHs of mass ~108– 1011 g were simulated. For a BH reaching the end 

of its lifetime, a BH of mass 10 g decaying away down to Planck’s mass ~2.18 × 10-5 g was simulated. 

When simulating KBHs, the spin of the BH was given as 0.9999 to simulate the maximally rotating 

BHs. 

To obtain the primary spectra, one million elementary particle energies were simulated. In the 

simulation, the minimum and maximum energies a directly emitted elementary particle was allowed to 

have were 10-7 GeV and 1021 GeV, respectively. However, this range was modified according to the 
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Simulation

First the emission rate formulas in terms of black hole 
mass, temperature, entropy, and spin were derived for 
both Schwarzschild and Kerr BHs. Then the public 
C code BlackHawk (Arbey & Auffinger, 2019; 2021) 
was used to calculate the particle emission rates. Then 
separate Python scripts were written to simulate the 
variation of the emission rates of different particle species 

with time and different BH parameters. BHs radiate 
coloured particles once their temperatures exceed QGD 
temperature (~200 MeV). In this paper, all BHs radiating 
coloured particles are categorized into three categories 
based on their mass and temperature. (i) BHs beginning 
to emit coloured particles, (ii) Intermediate BHs emitting 
coloured particles, and (iii) BHs reaching the end of their 
lifetime.

 For BHs beginning to emit coloured particles, BHs 
of mass ~1013 g were simulated. For intermediate BHs 
emitting coloured particles, BHs of mass ~108–1011 g 
were simulated. For a BH reaching the end of its lifetime, 
a BH of mass 10 g decaying away down to Planck’s mass 
~2.18 × 10-5 g was simulated. When simulating KBHs, 
the spin of the BH was given as 0.9999 to simulate the 
maximally rotating BHs.

 To obtain the primary spectra, one million elementary 
particle energies were simulated. In the simulation, the 
minimum and maximum energies a directly emitted 
elementary particle was allowed to have were 10-7 GeV 
and 1021 GeV, respectively. However, this range was 
modified according to the mass of the BH. Variation of 
total primary spectra and spectra of coloured particles 
with time, variation of spectra of coloured particles with 
BH mass, the temperature, with BH entropy and with BH 
spin plots were generated for the investigation.
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mass of the BH. Variation of total primary spectra and spectra of coloured particles with time, variation 

of spectra of coloured particles with BH mass, the temperature, with BH entropy and with BH spin plots 

were generated for the investigation. 

 

RESULTS AND DISCUSSION 

Variation of spectra with time 

Schwarzschild black holes 

 
Figure 1: Variation of quark and gluon spectra from a SBH beginning to emit coloured particles with time. 

Mass of the BH is dropped from 5.29 × 1013 to 3.53 × 1013 g 

Figure 1 presents the variation of primary spectra with time from a BH as the mass of the BH is dropped 

from 5.29 × 1013 to 3.53 × 1013 g within 6 × 1013 s. In the process, the temperature of the BH is increased 

from 200 MeV to 300 MeV. Quarks, neutrinos, e±, μ±, gluons, and photons are the only primary particle 

species that are being emitted. Results of instantaneous primary spectra also show that these are the 

only types of particles that are being emitted from a SBH of this temperature (Wijewardhana & 

Gamalath, 2021). Figure 1 shows that the emission of quarks dominates the spectrum when they begin 

to radiate. This provides proof for the fact that the emission of coloured particles dominates the BH 

evaporation spectrum above the QGD temperature. In Figure 1, it can be seen how the peak of the quark 

spectrum is reached at energies lower than the peak of the gluon spectrum. When the mass of the black 

hole drops further, its temperature increases and surpasses the rest mass energies of the more massive 

particle species such as W±, Z0 and Higgs bosons. The emission of those particles becomes significant 

when the mass of the black hole has reached down to ~1011 g and the temperature has increased to ~50 

GeV. 

Figure 1: Variation of quark and gluon spectra from a SBH beginning to emit coloured particles with time. Mass of 
the BH is dropped from 5.29 × 1013 to 3.53 × 1013 g
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RESULTS AND DISCUSSION

Variation of spectra with time

Schwarzschild black holes

Figure 1 presents the variation of primary spectra with 
time from a BH as the mass of the BH is dropped from 
5.29 × 1013 to 3.53 × 1013 g within 6 × 1013 s. In the 
process, the temperature of the BH is increased from 
200 to 300 MeV. Quarks, neutrinos, e±, μ±, gluons, and 
photons are the only primary particle species that are 
being emitted. Results of instantaneous primary spectra 
also show that these are the only types of particles 
that are being emitted from a SBH of this temperature 
(Wijewardhana & Gamalath, 2021). Figure 1 shows that 
the emission of quarks dominates the spectrum when 
they begin to radiate. This provides proof for the fact 
that the emission of coloured particles dominates the 
BH evaporation spectrum above the QGD temperature. 
In Figure 1, it can be seen how the peak of the quark 
spectrum is reached at energies lower than the peak of 
the gluon spectrum. When the mass of the black hole 
drops further, its temperature increases and surpasses the 
rest mass energies of the more massive particle species 
such as W±, Z0 and Higgs bosons. The emission of those 
particles becomes significant when the mass of the black 

hole has reached down to ~1011 g and the temperature has 
increased to ~50 GeV.

 Figure 2 denotes the coloured spectrum from a BH 
of mass 1.06 × 108 g for about 2.5 × 10-4 s. This BH 
mass is about half of the mass of a BH which is just hot 
enough to radiate coloured particles. All primary particle 
species, quarks, neutrinos, e±, μ±, gluons, photons, Higgs 
bosons, W±

, and Z0 are being emitted from the BH at 
this temperature. The emission of quarks far exceeds the 
emission of all other primary particles. The plot is drawn 
considering only a single quark flavour. When all twelve 
quark flavours are considered, the emission of quarks must 
dominate the primary spectrum from a BH radiating at 
this temperature. One striking feature is that, if the orders 
of magnitude of the energy axis are disregarded, Figure 
2 which shows the coloured spectrum for 2.5 × 10-4 s 
is remarkably similar to the coloured spectrum shown 
in Figure 1, which is plotted for 6 × 1014 s. Hence, we 
can conclude that the spectrum of quarks and gluons that 
may be emitted from the 1013 g BH over 3171 millennia, 
will be emitted from the 108 g BH within 2.5 × 10-4 s. 
However, the energies of emitted particles will be hugely 
different. Energies of emitted quarks and gluons from the 
108 g BH will be several orders of magnitude greater than 
the energies of quarks and gluons emitted from the 1013 g 
BH.
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Figure 3 presents the variation of quark and gluon 
spectra when the BH mass reaches down to Planck mass 
from 10 g. In Figure 3, time begins when the mass of the 
BH has dropped to 10 g and time counts-up till the BH 
mass reaches down to Planck mass. As can be seen from 
Figure 3, this only takes 3.5 × 10-25 s for the BH to reduce 
its mass from 10.00 g to 2.55 × 10-5 g. Hence, during 
the last stages of BH evaporation, it loses its mass at a 
drastic rate. When comparing with the rates of mass loss 
from the SBH as seen from the previous two cases, BH 
beginning to emit coloured particles and the intermediate 
BH emitting coloured particles, it can be concluded that 
these results agree with the fact that BHs lose mass at 
an ever-increasing rate. In Figure 3 also, quark emission 
dominates over gluon emission. It can be seen that, 
when comparing quark and gluon spectra, the emission 
of quarks at high energies far exceeds the emission of 
gluons at high energies.

 It is observable that, with respect to both quarks and 
gluons, the emission rates of particles with exceedingly 
small energies are close to zero throughout the entire 
course of time considered. The highest overall emission 
rate is observed at the beginning of the considered 
timespan. This is because from the timespan considered, 
this is the time at which the BH possesses the most 
mass and energy. At this time BH emits highly energetic 
particles having energies of the order of 105 GeV the most. 
As time increases, even the emission rates of the highly 
energetic particles gradually recede and reach the limit of 

zero as Planck mass is reached. The emission rates of low 
energy particles are comparatively low throughout the 
entire timespan considered. However, after a long time 
has passed and the BH has reached its end, the emission 
rates of all particles of all energies reach the limit of 
zero. This is because when the BH has reached its end 
it has an exceedingly small total energy remaining. The 
spectra of quarks and gluons when plotted separately 
look similar to each other. However, when examining the 
emission rates there are striking differences in the orders 
of magnitude. Even though when compared together, the 
spectrum of gluons look flattened out in comparison as 
seen in Figure 3, the spectra of both quarks and gluons 
look similar to each other in their corresponding scales. 
This shows that when the last moments of the BH are 
reached, quark emission would dominate over gluon 
emission. Ukwatta et al. (2016) have also obtained this 
domination of quark emission over gluon emission at 
higher energies.

Kerr black holes

Figure 4 is plotted for a KBH with the same initial mass 
considered for the SBH beginning to radiate coloured 
particles. In Figure 4, the BH mass is reduced from 
5.29 × 1013 to 4.85 × 1013 g. The BH had a spin of 0.99 
when its mass was 5.29 × 1013 g and throughout the entire 
timespan depicted in Figure 4, its spin has receded down 
only to 0.90. If the BH were maximally rotating when it 
reached QGD temperature, its primary spectrum would 
be this.
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All quarks, gluons neutrinos, e±, μ±, and photons are 
emitted. The emission of μ± resulted in the same curve as 
e±. τ± was not emitted in the plotted energy range as their 
rest mass is 1.78 GeV/c2. Because of larger variations 
than in the case of the SBH, only a time span of 1 × 1012 
s is considered in Figure 4. From Figure 4, it is clear 
that in this considered energy range, the emission of 
quarks dominates over the emission of other denoted 

particle species. Figure 4 shows the emission spectra 
of quarks and gluons from a BH which starts its mass 
with 5.29 × 1013 g and emits particles for 1 × 1012 s. In 
the considered range of energies, between 0.0 GeV and 
0.7 GeV, the gluon emission rate dominates over the 
quark emission rate. It was apparent that the emission of 
gluons dominates the primary spectrum in the considered 
energy range.
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energies below 0.2 GeV is zero. This is because the temperature above which the gluons can exist as 
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Figure 4(a): Variation of quark spectrum from a maximally rotating KBH beginning to emit coloured 
particles with time
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Figure 4(a) shows the quark spectrum from KBH which 
starts emission with 5.29 × 1013 g and continues to emit 
particles for 1 × 1012 s. When comparing this quark 
spectrum from the KBH with the quark spectrum from 
the SBH, this dip seen in Figure 4(a) is a notable feature 
of the KBH spectrum. Figure 4(b) shows the gluon 
emission spectrum from KBH, which starts its mass with 
5.29 × 1013 g and emits particles for 1 × 1012 s. When 
comparing with the smooth curve observed for the SBH, 
it can be seen that KBH has many irregularities in the 
gluon spectrum. These irregularities can be observed 
in instantaneous spectra as well (Wijewardhana & 

Gamalath, 2021). Another notable feature that can be 
observed in Figure 4(b) is that during the entire time span 
considered, the emission rate of gluons with energies 
below 0.2 GeV is zero. This is because the temperature 
above which the gluons can exist as free particles is 
the QGD temperature, 0.2 GeV. This was observed in 
the instantaneous spectra as well (Wijewardhana & 
Gamalath, 2021). In Figure 4(a) and 4(b), variations of 
quark and gluon spectra are plotted for a shorter time 
period of 1 × 1012 s. The variation of the spectra for a 
longer time period of 3.62 × 1013 s are given in Figure 
4(c) and 4(d). 
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In Figure 7(c) plotted for an extended time period, it can 
be seen that there are many dips in the quark spectrum 
close to zero in the time axis. The dip seen in Figure 
4(a) is corresponding to these minute dips observed in 
Figure 4(c). In fact, the spectra of KBHs have many 
fluctuations and variations like these.

 The quark and gluon spectra presented respectively 
in Figure 4(c) and Figure 4(d) are plotted for the same 
range of energy and time. The resultant quark and gluon 
spectra are quite different from each other. 

 The variation of spectra of coloured particles is 
presented in Figure 5. Figure 5 shows the variation of 

quark and gluon spectra of a KBH of mass 1.06 × 108 g 
with time for 1.7 × 10-6 s. The range of time represented 
in the figure of the KBH is two orders of magnitude 
less than the range of time represented in the figure of 
the SBH. But the variations in spectra of the KBH are 
drastically large. In contrast to the SBH, the KBH emits 
gluons at higher rates than quarks in the energy range 
considered.

 Figure 6 shows the variation of quark and gluon 
spectra of a BH with time when the BH mass reaches 
down to Planck mass, and a non-rotating state from a 
10 g maximally rotating state. In Figure 6, the gluon 
spectrum looks flattened out in comparison to the quark 
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Figure 6 shows the variation of quark and gluon spectra of a BH with time when the BH mass reaches 
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gluon spectrum looks flattened out in comparison to the quark spectrum. It can be noted that the 

emission rates of both quarks and gluons have been reduced from the usually observed order of 

magnitude 1022. 
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of the BH is reduced from 5.29 × 1013 to 3.53 × 1013 g. This is the same range of masses that the BH 

depicted in Figure 1 has. It can be observed that as the mass of the BH is decreased, the peak of the 

quark spectrum shifts towards higher energies. That the gluon emission rate is zero below 0.199 GeV 

can also be observed. This is because gluons cannot exist as free particles below the QGD temperature 

which is 0.2 GeV. The shapes of the surfaces are a bit similar to those observed in Figure 1. This is 

because the mass of the BH is a function of time. Similar to Figure 1, in Figure 7 also the quark emission 

dominates over gluon emission. 
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spectrum. It can be noted that the emission rates of both 
quarks and gluons have been reduced from the usually 
observed order of magnitude 1022.

Variation of spectra with black hole mass

Schwarzschild black holes

Figure 7 shows the variation of the spectra of quarks 
and gluons with the mass of the BH as the mass of the 
BH is reduced from 5.29 × 1013 to 3.53 × 1013 g. This 

is the same range of masses that the BH depicted in 
Figure 1 has. It can be observed that as the mass of the 
BH is decreased, the peak of the quark spectrum shifts 
towards higher energies. That the gluon emission rate 
is zero below 0.199 GeV can also be observed. This is 
because gluons cannot exist as free particles below the 
QGD temperature which is 0.2 GeV. The shapes of the 
surfaces are a bit similar to those observed in Figure 1. 
This is because the mass of the BH is a function of time. 
Similar to Figure 1, in Figure 7 also the quark emission 
dominates over gluon emission.

Figure 8 shows the quark and gluon spectrum from a 
BH with a mass of 1.06 × 108 g, which starts emitting 
particles, and shows how the spectra vary as the BH 

gradually loses mass and reaches the Planck mass. As the 
mass of the SBH was reduced from 10 g to Planck mass, 
the resultant spectrum looked similar to Figure 3.
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Kerr black holes

Figure 9 shows the variation of the spectra of quarks 
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spectra of a BH of initial mass 1.06 × 108 g with BH 
mass as the BH mass is reduced down to 0.75 × 108 g. 
Unlike the case the of SBH, KBH has many fluctuations 
in the spectra. Hence, the variation of spectra in a small 
range of BH mass is denoted. In this considered range of 
energies, emission of quarks is dominant when the BH 
mass is comparatively small in the range of BH mass 
considered, and emission of gluons is dominant when the 
BH mass is comparatively large. It can be seen that the 
spectrum of gluons does not have many fluctuations as 
in the spectrum of quarks in the mass range considered. 
Even in instantaneous spectra, it was seen that in some 
energies, one of quark or gluon spectra varied smoothly 
while the other had many fluctuations.
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When the BH’s mass is reduced from 10 g to Planck 
mass it was observed that the variations of spectra with 
BH mass were similar to the variation of spectra with 
time presented in Figure 6.

Variation of spectra with temperature

Schwarzschild black hole

Figure 11 shows the variation of quark and gluon spectra of 
a BH with temperature in Kelvins. When the temperature 
varies between 2.423 × 1012 and 3.5 × 1012 K as given 
in the figure, the variation in energy units is between 

200 and 300 MeV. Thus, it is a BH that has just started 
to exceed the QGD temperature and beginning to emit 
quarks and gluons. Hence, the minimum temperature, in 
Kelvins, of a SBH emitting coloured particles would be 
~1012 K.

 Figure 12 shows the variation of quark and gluon 
spectra with the temperature of the BH. In energy units, 
the temperature of this BH is 100 TeV. The graph is 
plotted for the energies with maximum emission rates. 
It can be seen that the quark emission exceeds the gluon 
emission at peak emission rates.
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Kerr Black Holes 

 
Figure 14: Variation of quark and gluon spectra from a maximally rotating KBH beginning to emit coloured 

particles with the temperature 

Figure 14 gives the variation of quark and gluon spectra from a maximally rotating KBH with 

temperature. In the Kelvin scale, temperature varies between 5.384 × 10-3 and 16.154 × 10-3 K. When 

comparing Figure 13 and Figure 14, there is a striking difference in the orders of magnitudes of 

temperature scales. A rotating KBH appears to be colder than a SBH of the same mass. However, the 

range of temperatures considered in Figure 14 is also exceedingly small. This is because the large 

variations in spectra at lower temperatures of KBH make the spectra in the same range 

incomprehensible.  

Variation of spectra with black hole entropy 

Schwarzschild black hole 

Figure 15 shows the variation of quark and gluon spectra with the entropy of BHs as the BH entropy 

varies between 1.50 × 1028 to 3.50 × 1028 cal. K-1. As Figure 15 denotes a BH that started emitting 

particles with a mass that corresponds to a temperature that is just hot enough to radiate coloured 

particles, it can be observed from this graph that a SBH emitting coloured particles would have a 

minimum entropy of ~ 1.50 × 1028 cal. K-1. Figure 15 shows the variation of quark and gluon spectra 

until the BH entropy reaches 3.50 × 1028 cal. K-1. 

Figure 14: Variation of quark and gluon spectra from a maximally rotating KBH beginning to 
emit coloured particles with the temperature
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Figure 13 shows the variation of quark and gluon spectra 
with the temperature of a BH as the BH reaches Planck 
mass. One notable feature is that now the temperature of 
the BH has reached ~1025 K, which is considerably closer 
to Planck mass when compared with a BH, which is just 
hot enough to radiate coloured particles. 

Kerr Black Holes

Figure 14 gives the variation of quark and gluon spectra 
from a maximally rotating KBH with temperature. In the 
Kelvin scale, temperature varies between 5.384 × 10-3 
and 16.154 × 10-3 K. When comparing Figure 13 and 
Figure 14, there is a striking difference in the orders 
of magnitudes of temperature scales. A rotating KBH 
appears to be colder than a SBH of the same mass. 
However, the range of temperatures considered in 
Figure 14 is also exceedingly small. This is because the 

large variations in spectra at lower temperatures of KBH 
make the spectra in the same range incomprehensible.
 
Variation of spectra with black hole entropy

Schwarzschild black hole

Figure 15 shows the variation of quark and gluon spectra 
with the entropy of BHs as the BH entropy varies 
between 1.50 × 1028 to 3.50 × 1028 cal. K-1. As Figure 15 
denotes a BH that started emitting particles with a mass 
that corresponds to a temperature that is just hot enough 
to radiate coloured particles, it can be observed from this 
graph that a SBH emitting coloured particles would have 
a minimum entropy of ~ 1.50 × 1028 cal. K-1. Figure 15 
shows the variation of quark and gluon spectra until the 
BH entropy reaches 3.50 × 1028 cal. K-1.
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Figure 15: Variation of quark and gluon spectra from a SBH beginning to emit coloured particles with BH 
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When the quark and gluon emission from a SBH of mass of about 108 g was considered, it was observed 

that such a SBH would possess an entropy of the order of 1016 cal. K-1.  
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Figure 16 shows the variation of quark and gluon spectra with the entropy of the BH when the BH 

reaches Planck mass from 10 g of mass. When the BH’s mass is about 10 g, it possesses an entropy of 

about 1256.64 cal. K-1. As Planck mass is reached, the entropy of the BH gradually decreases and gets 

very close to zero. Correspondingly, quark and gluon emission rates also gradually decrease and reach 

the limit of zero. 
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Kerr black holes 

 
Figure 17: Variation of quark and gluon spectra from a maximally rotating KBH beginning to emit coloured 

particles with BH entropy 

Figure 17 shows the variation of quark and gluon spectra with the entropy of the BH as the BH entropy 

varies between 2.00 × 1028 to 2.12 × 1028 cal. K-1. Both Figure 15 and Figure 17 are plotted for a BH of 

initial mass 5.29 × 1013 g. The starting entropy values of plots imply that a maximally rotating KBH 

would have greater entropy than an SBH with the same mass.  

Moreover, it was observed that that the entropy of a maximally rotating KBH having a mass of about 

108 g is of the order of 1016 cal. K-1. The emission of gluons dominated over the emission of quarks.  

Figure 18 shows the variation of quark and gluon spectra with the entropy of BH when the KBH reaches 

Planck mass from 10 g of mass. By inspecting the ranges of entropy values, it can be noted that when 

the BH reaches Planck mass, an SBH possesses more entropy than a KBH. 
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Figure 17: Variation of quark and gluon spectra from a maximally rotating KBH 
beginning to emit coloured particles with BH entropy
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When the quark and gluon emission from a SBH of 
mass of about 108 g was considered, it was observed that 
such a SBH would possess an entropy of the order of 
1016 cal. K-1. 

 Figure 16 shows the variation of quark and gluon 
spectra with the entropy of the BH when the BH 
reaches Planck mass from 10 g of mass. When the 
BH’s mass is about 10 g, it possesses an entropy of 
about 1256.64 cal. K-1. As Planck mass is reached, 
the entropy of the BH gradually decreases and gets 
very close to zero. Correspondingly, quark and gluon 
emission rates also gradually decrease and reach the 
limit of zero.

Kerr black holes

Figure 17 shows the variation of quark and gluon spectra 
with the entropy of the BH as the BH entropy varies 
between 2.00 × 1028 to 2.12 × 1028 cal. K-1. Both Figure 
15 and Figure 17 are plotted for a BH of initial mass 
5.29 × 1013 g. The starting entropy values of plots imply 
that a maximally rotating KBH would have greater 
entropy than an SBH with the same mass. 

 Moreover, it was observed that that the entropy of a 
maximally rotating KBH having a mass of about 108 g 
is of the order of 1016 cal. K-1. The emission of gluons 
dominated over the emission of quarks. 
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Variation of spectra with black hole spin 

Kerr black hole 

 
Figure 19: Variation of quark and gluon spectra from a maximally rotating KBH beginning to emit coloured 

particles with BH spin 

Figure 19 shows the variation of quark and gluon spectra with spin, of a BH with an initial mass of 5.29 

× 1013 g, which loses its spin through the course of its lifetime before its mass is reduced down to Planck 

mass. Hence it is a plot that shows how the quark and gluon spectra vary as a rotating KBH that emits 

coloured particles loses its spin.  

Figure 20 shows the variation of quark and gluon spectra with time for a BH that was maximally rotating 

when its mass was 10 g and gradually lose its spin as the BH evaporates and finally reaches Planck 

mass. It can be observed that the emission rates of coloured particles are comparatively higher for lower 

BH spins.  
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Figure 18 shows the variation of quark and gluon spectra 
with the entropy of BH when the KBH reaches Planck 
mass from 10 g of mass. By inspecting the ranges of 
entropy values, it can be noted that when the BH reaches 
Planck mass, an SBH possesses more entropy than a 
KBH.
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before its mass is reduced down to Planck mass. Hence it 
is a plot that shows how the quark and gluon spectra vary 
as a rotating KBH that emits coloured particles loses its 
spin. 

 Figure 20 shows the variation of quark and gluon 
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CONCLUSIONS

The emission rate formulas in terms of black hole mass, 
temperature, entropy, and spin were derived and the 
Hawking spectra of coloured particles radiating from 
BHs of different masses, temperatures, entropies, and 
spin were investigated. Only BHs of mass ~1013 g or less 
are capable of radiating coloured particles. Emission 
of particles from BHs of mass ranging from ~1013 g to 
Planck mass, 2.18 × 10-5 g was investigated focusing 
mainly on the emission of coloured particles. Even 
though it is tempting to know what the spectrum would 
be like as the BH reaches the zero mass limit, the classical 
laws break down at Planck mass. Therefore, Planck mass 
is the lower limit of BH mass that can be investigated. 
Quarks, neutrinos, e±, μ±, gluons, and photons are the 
only primary particle species that are being emitted 
from a BH of mass ~1013 g. Results show that, when 
the orders of magnitude of particles are disregarded, the 
spectrum of quarks and gluons that may be emitted from 
the 1013 g BH over 3171 millennia will be emitted from 
the 108 g BH within 2.5 × 10-4 s. It was also observed it 
only takes 3.5 × 10-25 s for a SBH to reduce its mass from 
10.00 g to 2.55 × 10-5 g. Hence, during the last stages of 
BH evaporation, it loses its mass at a drastic rate. As the 
BH reaches the end of its lifetime, the emission rates of 
the highly energetic particles gradually recede and reach 
the limit of zero as Planck mass is reached. It was noted 
that, by the time the BH begins to emit coloured particles 
its temperature is ~1012 K, but when it reaches the 
Planck’s mass its temperature has reached ~1025 K. That 
is much closer to the Planck temperature which is ~1032 
K, than the BH’s original temperature. From the results, 
a rotating KBH appears to be colder than an SBH of the 
same mass. Moreover, results imply that a maximally 
rotating KBH has a greater entropy than an SBH with 
the same mass. As Planck mass is reached, the entropy of 
the BH gradually decreases and gets very close to zero.
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Abstract: The stakeholders in the agriculture domain need 
agricultural information and relevant knowledge to make 
informed decisions at various stages of the crop life cycle. 
Coordination failures among the stakeholders in the agriculture 
sector result in the inability to provide accurate, timely, and 
actionable information. As a result, the agriculture sector 
faces several challenges, such as oversupply, undersupply and 
crop wastage. The existing digital agriculture eco-system can 
gather data produced by different stakeholders more frequently 
and accurately. However, the data collected from various 
stakeholders should be analyzed and forecasted to deliver the 
required knowledge to make more informed and appropriate 
decisions. This study was carried out to propose a ‘Closed-
loop information flow model’ to provide forecasted demand 
and supply to create better coordination among stakeholders. 
Different prototypes were designed to deliver forecasted 
demand and supply information for major stakeholders in 
the agriculture sector. Initially, farmers, input suppliers, and 
logistic suppliers were selected in this study to expand to other 
stakeholders in the future. The prediction model was developed 
and evaluated according to stakeholder requirements by 
analyzing the actual and predicted data. The existing ‘Govi-
Nena’ mobile-based farmer application was refined to provide 
supply and demand information for farmers. Separate web 
dashboards were designed to deliver the required information 
to other stakeholders such as input suppliers and logistic 
suppliers. Designed prototypes will be evaluated with the 
stakeholders for further improvements. The proposed Closed-
loop information flow model for forecasted demand and supply 
will bridge the market information gap among stakeholders. 

Thus, it will reduce the coordination failures in the Sri Lankan 
agriculture sector while increasing transparency in making 
informed decisions.

Keywords: Closed-loop market information flow model, 
demand and supply modeling, UI/UX designing.  

INTRODUCTION

Stakeholders involved in the agriculture domain need 
agricultural information and relevant knowledge to make 
informed decisions. Accurate agriculture information on 
market prices, seasonal weather, input supplies such as 
seeds, fertilizers, pesticides, machinery, and forecasted 
supply and demand are essential to make informed 
decisions at various stages of the crop production life 
cycle to achieve maximum potential productivity of each 
crop (De Silva et al., 2012; Sachin et al., 2020).

 The current information flow within the agriculture 
domain resembles an open-loop system, creating 
difficulties in controlling information flow in the 
agriculture domain in Sri Lanka (Ginige, 2018). An open-
loop information flow model is a control system where 
the system’s output depends on the input. Still, the input 
or the controller is independent of the system’s output. 
Hence, though the information is produced, there is no 
proper coordination among the stakeholders in an open-

Agricultural systems
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loop information system. As a result, stakeholders do not 
effectively access accurate and timely information; hence, 
they face several challenges. For example, at present, a 
common problem for Sri Lankan farmers is not being 
able to sell their harvest due to oversupply that occurs 
due to not getting the planned harvest and not being 
aware of market demand and supply in the planning stage 
(De Silva et al., 2012; Ginige, 2018). Therefore, market 
demand and supply production predictions are essential 
for farmers and other stakeholders in the agriculture 
sector.

 Developing a closed-loop information flow model 
to deliver accurate information and maintain better 
coordination among stakeholders is necessary for 
improving the agriculture domain in Sri Lanka. To that 
end, the ‘Govi-Nena’ project (www.govinena.lk) was 
initiated to create a digital knowledge agriculture eco-
system to close up the open-loop information flow model 
for better coordination. The digital agriculture eco-
system can gather data more frequently and accurately, 
combined with external sources (De Silva et al., 2014; 
Ginige et al., 2016). Data generated by the stakeholders 
can be further analyzed and forecasted to make more 
informed and appropriate decisions. The stakeholders can 
efficiently use this information with greater transparency 
and accuracy through a closed-loop (De Silva et al., 
2012; Giovanni et al., 2013; Ginige, 2018) information 
flow model to produce actionable information. 

 Producing accurate information on agriculture 
market demand and supply is vital. Therefore, this study 
was carried out to propose a Closed-loop Information 
Flow Model (CIFM) to generate and deliver forecasted 
demand and supply information. The prototypes were 
designed to disseminate the information generated 
through the CIFM model among the main stakeholders 
in the agriculture domain.  

 The design of the CIFM model was influenced 
by the sustainable and closed-loop supply chain 
management research carried out in the literature. Over 
time, oversupply and undersupply may occur within the 
agriculture supply chain management due to inaccurate 
information on agriculture production. In addition, the 
lack of accurate information on service requirements, 
quantity, and quality of required services and products is 
another major cause within the agriculture supply chain 
(Mahaliyanaarachchi, 2003; Luthra, 2018; Sachin et 
al., 2020). Furthermore, in Sri Lanka, past studies have 
identified that oversupply and undersupply occurred in 
three major phases (Input supply stage, Production stage, 

Logistic supply stage) within the agriculture supply chain 
management (Basnayake, 2019; Sachin et al., 2020).

 The concept of agriculture supply chain management 
is a relatively recent idea in agribusiness management 
literature that originated to reduce agriculture wastage 
in the agriculture product life cycle (Bhagat et al., 
2011). However, the efficiency of such supply chain 
management systems can be increased by creating 
better networks and strong inter-relationships among 
all stakeholders, including input suppliers, producers, 
processors, traders, retailers, and consumers (Bhagat et 
al., 2011; Ackerman & Pantel, 2017). 

 Various types of opened-loop and closed-loop supply 
chain models have been proposed to manage the entire 
process of producing products and services in many 
different product manufacturing domains. The closed-
loop supply chain concept is well defined for product 
manufacturing, where products are generally returnable 
after use (Amin et al., 2020). Closed-loop supply chain 
models have been used in such domains as a sustainable 
solution for preventing wastage while increasing 
productivity (Almató et al., 1999; Boin & Bertram, 
2005; Barros et al., 2009; Abraham, 2011). 

 Returning used products is the significant difference 
between closed-loop and open-loop supply chain 
models (Ene & Öztürk, 2014; Ozceylan, 2016). The 
open-loop supply chain is a system whose constituent 
parts include material suppliers, production facilities, 
distribution services and customers linked together by 
the feed-forward flow of materials and feedback flow 
of information (Stevens, 1989; Ene & Öztürk, 2014; 
Ozceylan, 2016). However, in an open-loop supply 
chain, material or information does not flow back from 
the customer (Debo et al., 2004). 

 The existing agriculture supply chain models 
resemble open-loop supply chain models due to the nature 
of the products. Inefficiencies and product wastage are 
common factors if there is no proper coordination among 
the stakeholders within an open-loop supply chain 
(Cheraghalipour et al., 2018; Kamble et al., 2020). It is 
evident from other domains that introducing a closed-
loop supply chain model can reduce the loopholes in an 
open-loop supply chain model (Cheraghalipour et al., 
2018; Mosallanezhad, 2021). Such studies have shown 
that closed-loop supply chain models can effectively 
manage the domain stakeholders, thereby increasing 
efficiency and reducing wastage (Cheraghalipour 
et al., 2018; Zhao et al., 2018; Amirhossein et al., 2021). 
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Furthermore, studies conducted by Yuanjie (2017) and 
Zeballos (2014) stated the possibility of sharing the risk 
of uncertainty among the stakeholder within a closed-
loop supply chain (Jabarzadeh et al., 2020; Salehi-Amiri 
et al., 2021). This can reduce the risk caused due to 
product uncertainty to a certain extent. 

 Designing a closed-loop supply chain model for 
the agriculture domain is a challenging task. Very few 
closed-loop supply chain models have been introduced 
in the agriculture domain. The research work carried 
out by Banasik and his colleagues (2017) demonstrated 
the possibility of designing a closed-loop supply chain 
in industrial mushroom production. They explored 
alternative recycling technologies to quantify trade-
offs between economic and environmental indicators in 
mushroom production (Banasik et al., 2017). In addition, 
Cheraghalipour et al. (2018) proposed a Citrus closed-
loop supply chain tool to minimize operational costs while 
maximizing responsiveness to customer demand. In this 
study, they have looked into the issue of spoiled fruits. 
Hence a returned product model was proposed to convert 
these into organic fertilizer and shipped as compost to 
customers (Iqbal, 2021). A similar study conducted by 
Mosallanezhad (2021) developed a mathematical tool to 
achieve cost savings in the seafood supply chain.

 However, it is essential to identify different means and 
ways of designing closed-loop supply models other than 
the traditional concept in domains such as agriculture. 
We argue that by holistically providing and maintaining 
actionable information, an agriculture supply chain can 
be converted into a closed-loop scenario while reducing 
waste. There are hardly any modeling approaches in 
the literature on closed-loop agriculture supply chains 
using closed-loop information flow modeling concepts, 
particularly in the Sri Lankan context. 

 However, identifying and providing essential 
information is insufficient to achieve a sustainable closed-
loop information flow model. A sustainable closed-loop 
information flow model should demonstrate continuous 
coordination, monitoring, analysis, and evaluation of 
the relevant information (Boulaalam et al., 2013, Yang, 
2015; Zhou et al., 2018). With the rapid development 
of Information and Communication Technology (ICT), 
data and information can be effectively generated, stored, 
analyzed, and disseminated to support stakeholders in 
the agriculture sector. Thereby, this technology can be 
used to achieve a closed-loop information flow model 
to improve agricultural productivity and sustainability 
(Zhang et al, 2016).

In this regard, supply and demand predictions play 
an essential role in an agriculture supply chain for 
stakeholders to make informed decisions. Visibility of 
this type of actionable information will empower the 
farmers and other stakeholders in the agriculture domain 
to take suitable corrective measures on their production 
while minimizing oversupply or undersupply in the 
agriculture sector, thereby reducing waste. Therefore, 
a closed-loop information flow model was designed to 
disseminate the actionable information while balancing 
the demand and supply to ensure sustainability. 

MATERIALS AND METHODS 

This study mainly focuses on potato cultivation in Sri 
Lanka due to its high economic importance. Potato 
growers, the main stakeholder in the supply chain, 
face many issues and challenges. The main challenge 
is the lack of information and visibility of the supply 
and demand. However, not only the farmers but also 
the stakeholders within the supply chain, including 
Input suppliers, Logistic Suppliers, Exporters, and 
Policymakers (Struik, 2006; Ortiz et al., 2013; Beumer 
& Edelenbosch, 2019), even face issues due to the lack 
of information at the time of decision making. Hence, 
targeting the selected stakeholders in Sri Lankan potato 
cultivation, a closed-loop supply chain model was 
designed to increase visibility by providing real-time 
information to reduce wastage. 

 Design Science Research (DSR) methodology 
was used in this research study to design the proposed 
innovative artifact (model). As shown in Supplementary 
Figure 1, DSR consists of three major cycles (Hevner, 
2007). The relevance cycle initiates DSR by providing the 
research requirements as inputs and defining acceptance 
criteria for the research results. Then the rigor cycle 
provides the existing knowledge to the research project 
to ensure its innovation. The design cycle refines the 
research activities and iterates more rapidly between the 
construction of an artifact, its evaluation, and subsequent 
feedback to further refine the design.

 Major stakeholders involved in potato cultivation 
were identified through iterating the relevance cycle. As 
aforementioned, through surveys and existing literature, 
four major categories of stakeholders in the agriculture 
domain were identified: Farmers, Input Suppliers, 
Logistic Service Suppliers, and Policymakers. Exporters 
were excluded in the proposed model as no exports of 
raw potatoes were done to other countries (Agriculture 
and Environment Statistics Division, 2018).
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The current demand and supply information requirements 
for each stakeholder to engage in the supply chain were 
further investigated via questionnaires and interviews. 
In addition, the current ways of obtaining predicted 
and real-time demand and supply information by the 
identified stakeholders to make decisions in providing 
services were also investigated. The studies revealed 
that predicted and real-time information was not shared 
adequately among these stakeholders. Moreover, they 
were making decisions based on rough measurements, 
and there was no proper coordination among the 
stakeholders to communicate this type of actionable 
information. 

 Farmers are not properly aware of the current 
production or market price to engage in potato 
cultivation. There were situations where overproduction 
or undersupply of potatoes is being reported in the 
market from time to time. On the other end, there were 
times when the government imported potatoes, creating 
an unprofitable marketplace for local potato farmers. To 
reduce this situation, farmers and the relevant stakeholders 
need information on the national consumption and the 
quantities of the production. Policymakers can also 
develop applicable policies in such circumstances to 
reduce the issues faced by the potato farmers.

 The input suppliers provide seeds, fertilizer, pesticides, 
equipment, etc., that are locally produced or imported. Due 
to the difficulty in predicting the supply and demand, there 
were times when the input suppliers could not meet the 
demand and were defeated by their competitors. Almost 
all input suppliers currently predict the input requirement 
based on experience and informal measures.

The logistic service providers find it challenging to 
provide their services optimally due to the inability 
to predict the required services and quantities to be 
delivered. As a result, there were times when the product 
got wasted. Logistic suppliers can also save costs if they 
know the need beforehand and plan.

 As per the findings, supply and demand information 
requirements for input suppliers, farmers (producers), 
and logistics suppliers are summarized in Table 1 below. 
Next, we iterated through the design cycle to design a 
CIFM to provide forecasted demand and supply to the 
relevant stakeholders. The proposed model was integrated 
with the existing ‘Govi-Nena’ mobile application. Based 
on the findings, the model was designed to cater to the 
supply and demand information needed at three levels: 
Farmer, Input Supplier, and Logistic Supplier. 

 The three main levels were considered in designing 
the proposed closed-loop information flow model to 
forecast stakeholders’ demand and supply requirements 
based on the product quantities. The overall architecture 
of the proposed closed-loop information flow model is 
discussed in the next section.

The closed-loop information flow model (CIFM)

The closed-loop information flow architecture of CIFM 
model includes three (3) end-user levels and five (5) 
sub-modules to deliver the service requirement informa-
tion required by the relevant stakeholders, as illustrated 
in Figure 1.

Stakeholder Information Needs

Farmers Growing risk 

Market demand

Market price

Price predictions

Price fluctuations

Input Suppliers Predicted aggregated Input requirement for next year/season 

Predicted aggregated input requirement according to the District/ DS Division/ GN division / Agro-ecological Region. 

Crop production statistics

Logistic Suppliers Predicted logistic requirement for next year/season 

Predicted aggregated logistic requirement according to the District/ DS Division/ GN division / Agro-ecological Region

Crop production statistics

Table 1: Demand and supply information needs of the relevant stakeholders
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Govi-Nena knowledge base

Govi nena Knowledgebase is containing two parts, one 
is crop ontology and the other one is a database that was 
developed to store market data which collects through 
users, and government domains. Through that database, 
CIFM model can get relavent data to forecast the market 
information.

Predictive model in CIFM

Crop forecasts are vital between the time of planting and 
harvesting. The past scholars used several techniques 
ranging from simple predictive techniques to advanced 
machine learning to predict crop yield. Forecasting 
methods can also vary from subjective to more objec-
tive ways. The subjective prediction methods are based 
on stakeholders’ intentions or the forecaster’s or other 
experts’ opinions or intentions. The objective methods 
use a more statistical approach, including univariate to 
multivariate/associative techniques. 

 In crop yield prediction, different factors directly 
impact the accuracy of the forecast due to its dynamic 
nature. In that regard, the changing conditions concerning 
soil, weather, etc., play a significant role in predicting 
yield accurately. However, limitations in the availability 
of such data might cause considerable uncertainty in 
the large area yield forecasting models, especially 
when using multivariate/associative models (Russell 
& Van Gardingen, 1997; Hoogenboom, 2000). Hansen 
and Jones, (2000) revealed that it is unclear how these 

uncertainties transmit through the non-linear behavior of 
crop yield models and the aggregation errors that may 
creep in when aggregating crop yields to more significant 
regions. Moreover, several research studies were carried 
out to understand the effects of uncertainty in weather 
and other relevant factors on crop yield.

 The crop yield modeling was focused on local-
scale models to assess uncertainty in yield management 
(Bouman, 1994), condition of the soil (Launay & Guérif, 
2003), and weather components that affect crop yield 
(Soltani et al., 2004; Fodor & Kovacs, 2005). However, 
the existing studies revealed that the accuracy was 
reduced primarily due to uncertainties in soil conditions 
and/or weather components. In addition, the local scale 
representation makes the results less representative of 
the regional-scale crop yield forecast.

 Hence, in this study, we selected the district as a 
regional unit, i.e., forecasting crop yield over large 
areas to minimize the effect on prediction due to the 
unavailability or reliability of variables such as soil and 
weather conditions. Therefore, we used the univariate 
multi-step time series forecasting method based on the 
neural network in this study. In addition, the effect on 
variants was minimized by predicting specific selected 
districts/areas and seasons. Badulla and Nuwara Eliya 
districts were selected for this study because these are 
the major potato cultivating districts in Sri Lanka. 
In 2019. Potato harvest of 71759MT (3935Ha) and 
28743MT (1422Ha), was produced in Badulla and 
Nuwara Eliya districts, respectively (Department of 

 Table 1: Demand and supply information needs of the relevant stakeholders 

Next, we iterated through the design cycle to design a Closed-loop Information Flow Model (CIFM) 

to provide forecasted demand and supply to the relevant stakeholders. The proposed model was 

integrated with the existing ‘Govi-Nena’ mobile application. Based on the findings, the model was 

designed to cater to the supply and demand information needed at three levels: Farmer, Input 

Supplier, and Logistic Supplier.  

The three main levels were considered in designing the proposed closed-loop information flow 

model to forecast stakeholders’ demand and supply requirements based on the product quantities. 

The overall architecture of the proposed closed-loop information flow model is discussed in the 

next section, ‘The Closed Loop Information Flow Model’. 

The Closed-loop Information Flow Model (CIFM)  

The closed-loop information flow architecture of CIFM model includes three (3) end-user levels 

and five (5) sub-modules to deliver the service requirement information required by the relevant 

stakeholders, as illustrated in Figure 1.  
 

 

Crop production statistics 
Logistic Suppliers Predicted logistic requirement for next year/season  

Predicted aggregated logistic requirement according to the District/ DS 
Division/ GN division / Agro-ecological Region 
Crop production statistics 

Figure 1: Closed-loop Information Flow Model (CIFM) architecture  
Figure 1: Closed-loop Information Flow Model (CIFM) architecture 
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Census and Statistics, 2019). According to past scholars, 
Multi-Layer Perceptron Neural Network (MLP), 
Convolutional Neural Networks (CNN) and Long-Short 
Term Memory (LSTM) are used as multi-step univariate 
forecasting methods to make predictions (Ruß et al., 
2008; Nevavuori et al., 2019; Schwalbert et al., 2020; 
Tedesco-Oliveira et al., 2020). Therefore, MLP, CNN, 
and LSTM techniques were used in this study. The 
measures of Mean Absolute Percentage Error (MAPE) 
and Normalized Root Mean Squared Error (NRMSE) 
were calculated and used in method comparison to select 
the best fit multi-step univariate forecasting method from 
the MLP, CNN, and LSTM neural networks. A time-

The crops with a higher market saturation are denoted using red color. This color will inform the 

users that growing such crops may be risky due to the over-supply at the market level. The yellow 

color code was then used to show that the crop is in the intermediate level of market saturation; 

therefore, farmers can grow that crop at their own risk. The green color indicated that the crop had 

no market risk at that time. Therefore, farmers are encouraged to grow such crops to avoid crop 

wastage due to oversupply.  

Moreover, the crop section in Supplementary Figure 7 (a) provides access to market information 

by clicking the market info icon to make an accurate decision during their cultivation. Looking at 

the color schema and these statistics, farmers can decide what to grow in which quantities and add 

the decided crops as they wish to the ‘Short List’ section [Supplementary Figure 7 (c)]. After 

farmers add their first selected crops to the shortlist, they can decide the growing extent and add the 

shortlist to the final grow list. 

Farmer mobile user interfaces: interface designs for delivering market information 

 

Figure 2: Market information UIs in farmer app 

Farmers can access the ‘Market Info’ section to get an idea about all available crops grown in their 

area [Figure 2(a)]. The ‘market info’ section will allow farmers to access market information related 

to the selected crops. For example, when a farmer chooses a crop, a farmer can view the predicted 

crop cultivation statistics per season. In addition, monthly and seasonal price changes will be shown 

to the user, as illustrated in Figure 2 (b, c, and d).  

Figure 2: Market information UIs in farmer app
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Input Output Outcome

Step 1 The past seasonal growing land extent in Ha 
(area-wise)

Predicted area-wise growing 
land extent for next two seasons

Used in the Agric-Input prediction 
Model 

Step 2 The past seasonal harvest yield (area-wise) Predicted area-wise harvested 
yield for next two seasons

Used in the Logistics prediction 
Model 

Step 3 Per capita consumption (area-wise) Predicted per capita 
consumption (area-wise)

Used in the Consumer and Demand 
Prediction Model

Table 2: Data requirement of the predictive model flow processes

series data set of the potato production for 1998‒2019, 
covering both cultivation seasons, Yala and Maha, was 
obtained for Nuwara Eliya and Badulla districts from the 
Department of Census and Statistics to train and validate 
the univariate forecasting methods.

 The predictive model in the proposed CIFM includes 
three (3) sub-processes. It uses real-time, time-series data 
generated due to the current usage of the ‘Govi-Nena’ 
mobile application. Supplementary Figure 2 illustrates 
the flow processes of the predictive model, and Table 2 
lists the input, output, and outcome that will be fed at the 
next stage of the model.
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According to table 2, area-wise growing land extent for 
next two seasons was forecasted using a selected multi-step 
univariate forecasting method using past seasonal growing 
extent (Ha). Then, the area-wise past seasonal harvest yield 
is used to predict area-wise harvested yield for the next two 
seasons with a selected multi-step univariate forecasting 

method. As the final step in the predictive model, area-
wise per capita consumption was forecasted with the 
selected multi-step univariate forecasting method. Then 
the output was sent back to the  Govinena knowledge base 
to be used as Inputs in the respective model mentioned 
under the Outcome in Table 2.

users also can get information about the predicted growth extent and production according to the 

district chosen for the next two seasons.  

Furthermore, users can access the Real-time information by clicking the ‘Real-time’ tab in the 

‘Logistic Requirement Section,’ as shown in Supplementary Figure 9 (a). After accessing the Real-

time section, users need to select a district in which they are willing to get Real-time logistic 

information [Supplementary Figure 9 (b)]. Thereafter, users can get information on Real-time 

transport and logistic requirement according to the selected district. In addition, users can access 

the information on real-time changes in growing extent and production according to the chosen 

area, as shown in Supplementary Figure 9 (b). 

 

RESULTS AND DISCUSSION 

Predictive Model 

The predictive model was trained for potato cultivation based on the derived dataset. 

Predictions of area-wise potato production 

Three models were developed by using MLP, CNN, and LSTM. The models were trained and 

validated using the data from the Nuwara Eliya district’s seasonal potato production. Maximum, 

minimum, and average seasonal potato production was predicted through MLP and CNN models 

for the Nuwara Eliya district, which are shown in Supplementary Figures 10, 11, and the LSTM 

model in Figure 3. The expected production results were analyzed against the actual seasonal potato 

production.  
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Figure 3: Maximum (max), minimum (min) and average seasonal potato production 
predicted by using LSTM neural network
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               Input Output Outcome

Step 1 Predicted area wise harvested yield for next two 
seasons

Predicted area wise harvested 
yield for next two seasons

Used to make decisions in risk 
management

Step 2 Real-time cultivation Ha (area wise) Average predicted yield per 
season

Used to identify market risk 

Average Yield per Ha

Step 3 The output of consumer demand prediction 
model

Farmer’s risk level (high/
moderate/good to grow)

Used to select the best crop to 
grow by minimizing the risk

Average predicted yield per season

Table 3: Consumer demand prediction model flow processes data requirements
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               Input Output Outcome

Step 1 Predicted area wise harvested yield for next 
two seasons

Predicted area wise harvested yield 
for next two seasons

Used to make decisions in risk 
management

Step 2      Real-time cultivation Ha (area wise)   
Average Yield per Ha

Average predicted yield per season Used to identify market risk 

Step 3 The output of consumer demand prediction 
model

Farmer’s risk level (high/
moderate/good to grow)

Used to select the best crop to 
grow by minimizing the risk

Average predicted yield per season

Table 4: Farmer market risk minimization model flow processes data requirements
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market risk of growing the particular crop. Yellow color 
represents the ‘Moderate’ risk level, and hence farmers 
may opt for cultivating the relevant crop but with medium 
risk. The green color represents the ‘Lowest’ market risk 
level. The risk of producing the selected crop is minimal 
at that stage, and thus, farmers may choose to grow with 
minimum market risk.

Agric-input prediction model in CIFM

The two inputs for the ‘Agric-Input Prediction Model’ 
are the predicted area-wise growing land extent for the 
next two seasons and the average input (fertilizer & 
agrochemicals/ seeds/ machinery/ labour) requirement 
per Hector (Table 5). This calculates the input required 
for the next two seasons based on the input type. 
Supplementary Figure 5 illustrates the ‘Agric-Input 
Prediction Model’ flow processes for input suppliers. 

Figure 3: Maximum (max), minimum (min) and average seasonal potato production predicted by 

using LSTM neural network 

The model developed using MLP showed the highest (23.21%) mean absolute percentage of error 

compared to the CNN (23.08%) and the LSTM (19.68%). However, when considering the NRMSE, 

MLP showed a lower (0.226) value than the CNN model (0.229). The LSTM model has shown the 

lowest NRMSE value of 0.118 among all three models (Supplementary Table 1). 

All pre-trained MLP, CNN, and LSTM neural network models for Nuwara Eliya were fine-tuned 

to make the potato production predictions for Badulla District. The models were compared using 

the NRMSE and MAPE. Actual seasonal potato production and predicted maximum, minimum, 

and average seasonal potato production using MLP and CNN models for the Badulla district were 

illustrated in Supplementary Figures 12 and 13 and the LSTM model in Figure 4.  

 

 

 

 

 

 

 

Figure 4: Maximum (max), minimum (min) and average seasonal potato production predicted by 

using LSTM neural network 

Comparing the forecast accuracy by using the measures mentioned in Supplementary Table 2, CNN 

showed the highest (22.82%) mean absolute percentage of error (MAPE) when compared to the 

MLP (20.50%) and the LSTM (19.87%). Moreover, when considering NRMSE, CNN has shown a 

higher NRMSE (0.248) value than MLP (0.243). However, LSTM has demonstrated the lowest 

NRMSE value of 0.219 among the models. Therefore, the LSTM model showing high accuracy 

level than other methods. LSTM was used to predict seasonal potato production, and the results are 

shown in Supplementary Table 3.   
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Figure 4: Maximum (max), minimum (min) and average seasonal 
potato production predicted by using LSTM neural 
network

Prediction of the area-wise land extent of potato cultivation 

The same procedure mentioned above was carried out to predict the land extent for potato 

cultivation in Nuwara Eliya and Badulla District. Maximum, minimum, and average seasonal 

potato cultivation land extent were predicted through MLP and CNN models for Nuwara Eliya 

district as shown in Supplementary Figures 14, 15 and LSTM models in Figure 5. The predicted 

seasonal potato cultivation land extent was analyzed against the actual seasonal potato cultivation 

land extent.  
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higher (0.265) value than the CNN model (0.201). On the other hand, the LSTM model has shown 

the lowest NRMSE value of 0.188 among all three models (Supplementary Table 4). 
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Figure 5: Maximum (max), minimum (min) and average seasonal 
potato cultivation extent predicted by using LSTM neural 
network

Prediction of the area-wise land extent of potato cultivation 

The same procedure mentioned above was carried out to predict the land extent for potato 

cultivation in Nuwara Eliya and Badulla District. Maximum, minimum, and average seasonal 

potato cultivation land extent were predicted through MLP and CNN models for Nuwara Eliya 

district as shown in Supplementary Figures 14, 15 and LSTM models in Figure 5. The predicted 

seasonal potato cultivation land extent was analyzed against the actual seasonal potato cultivation 

land extent.  
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Figure 6: Maximum (max), minimum (min) and average seasonal 
potato cultivation extent predicted by using LSTM neural 
network

Consumer demand model in CIFM

The average consumption per person within a population 
is referred to as per capita consumption. Hence, predicted 
per capita consumption for the next two seasons, i.e., the 
output from the ‘Predictive Model’ and the area-wise 
average population, is used to calculate the area-wise 
consumption for the next two seasons. Table 3 shows the 
input, output, and model to which the output is fed at the 
next stage. Supplementary Figure 3 illustrates the flow 
processes of the Consumer Demand Prediction model. 
The output of this model was used as an input for the 
‘Risk Minimization Model’ and the ‘Logistic Prediction 
Model’.

Farmer market risk minimization model in CIFM

The main aim of this model is to provide actionable 
information six months before sowing seeds to assist 
farmers in minimizing the risk of oversupply or 
undersupply. First, the predicted area-wise harvested 
yield for the next two seasons is re-organized from 
the Predictive Model. Next, the derived information 
is provided to the farmer via the ‘Govi-Nena’ mobile 
application. Then, Real-time cultivation land extent (area 
wise) derived through the ‘Govi-Nena’ mobile application 
and the Average Yield per Hector, derived through the 
time series data, are used to predict the Average yield 
per season. Finally, the output derived from Step 2 
and output derived from the Consumer Demand model 
indicate the market risk level, as illustrated in Table 4.

 A color-coding mechanism is used to indicate the risk 
level based on predictions on the farmers’ market risk 
level of the selected crop, as illustrated in Supplementary 
Figure 4. As such, the red color indicates the high 
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Logistic prediction model in CIFM

The ‘Logistic Prediction Model’ uses the output from the 
‘Consumer demand prediction model’ and the predicted 
area-wise harvested yield for the next two seasons 
to predict the logistics requirement, as illustrated in 

Supplementary Figure 6. The logistic service providers 
require this information to plan and manage their services 
at their earliest and provide a better service for farmers. 
The derived data is re-organized to provide a better 
purview of the current trend. Table 6 lists the ‘Logistic 
Prediction Model’ flow processes data requirement.
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Input Output Outcome

Predicted area-wise growing land extent for 
next two seasons

Predicted area-wise input requirement 
for the next two seasons

Used to plan and manage the agric-input 
requirements

Input (fertilizer & agrochemicals/ seeds/ 
machinery/ labour) requirement per Ha

Table 5: Data requirements for the input demand prediction model
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Output Predictive 
Model

Predicted area wise harvested 
yield for next two seasons

Predicted area wise transport 
and storage requirement for 
next two seasons

Used to plan and manage the 
logistics requirement 

Output of consumer demand 
prediction model

Table 6: Data requirements for logistic demand prediction model

Designing the user interfaces

User Interfaces were designed to deliver the predicted 
outcomes on demand and supply derived from the 
proposed ‘Closed-loop Information Flow Model,’ 
iterating through the design cycle of DSR. In addition, 
the existing ‘Govi-Nena’ mobile farmer application was 
studied and refined to provide the predicted demand 
and supply information for farmers. The UI/UX design 
theories (Heimgärtner et al., 2017; Canziba 2018; Yu 
et al., 2020) were used to design the relevant interfaces.

 Separate web dashboards were designed for other 
stakeholders, such as input suppliers and logistic 
suppliers, to deliver the required information through the 
‘Closed-loop Information Flow Model.’ The designed 
prototypes will be evaluated with the stakeholders for 
further improvements.

Farmer mobile user interface: colour coding system 
for risk identification

The existing ‘Govi-Nena’ Farmer mobile application 
was refined to provide the predicted supply and demand 
information for farmers. When farmers are selecting the 

crops, awareness concerning the market risk is essential 
for better decision-making. The output derived from 
the predictive model was mapped to the proposed color 
schema (Giovanni et al., 2012) for the ‘Govi-Nena’ 
farmer application to minimize their market risk.

 In the ‘Govi-Nena’ mobile application, as shown 
in Supplementary Figure 7 (a), farmers can go to the 
‘My Crops’ section to add crops to their farms. In that 
stage, the farmers can see that the market risk will be 
highlighted using a color schema based on the results 
derived from the prediction model based on listed crops 
based. and the agro-ecological zones [Supplementary 
Figure 7 (b)],

 The crops with a higher market saturation are denoted 
using red color. This color will inform the users that 
growing such crops may be risky due to the over-supply 
at the market level. The yellow color code was then 
used to show that the crop is in the intermediate level of 
market saturation; therefore, farmers can grow that crop 
at their own risk. The green color indicated that the crop 
had no market risk at that time. Therefore, farmers are 
encouraged to grow such crops to avoid crop wastage 
due to oversupply. 
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Moreover, the crop section in Supplementary Figure 7 
(a) provides access to market information by clicking 
the market info icon to make an accurate decision during 
their cultivation. Looking at the color schema and these 
statistics, farmers can decide what to grow in which 

quantities and add the decided crops as they wish to the 
‘Short List’ section [Supplementary Figure 7 (c)]. After 
farmers add their first selected crops to the shortlist, they 
can decide the growing extent and add the shortlist to the 
final grow list.

Figure 8: Maximum (max), minimum (min) and average area-wise potato consumption 

 

 

 

Consumer demand prediction model 

The output from the ‘Predictive Model’ and the national average population were used to calculate 

predicted per capita consumption for the next two seasons, and it is illustrated in Supplementary 

Figure 20. The area-wise average population was used to calculate the area-wise potato 

consumption as illustrated in Figure 8. 
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Agric-input model 

Prediction of area wise fertilizer requirement 

The predicted seasonal potato cultivation land extent and the average fertilizer requirement per 

hectare were used to predict the area-wise potato fertilizer requirement. Urea, Triple Super 

Phosphate (TSP), and Muriate of Potash (MOP) are the three major potato fertilizers used in potato 

cultivation. The fertilizer usage requirement of Urea, TSP, and MOP for the Nuwara Eliya district 

were illustrated in Supplementary Figures 21, 22, and 23, respectively. Similarly, the Badulla 

district’s Urea, TSP, and MOP requirement fertilizer requirement were calculated and depicted in 

Supplementary Figures 21, 22 and 23, respectively. 
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Farmer mobile user interfaces: interface designs for 
delivering market information

Farmers can access the ‘Market Info’ section to get 
an idea about all available crops grown in their area 
[Figure 2(a)]. The ‘market info’ section will allow 

farmers to access market information related to the 
selected crops. For example, when a farmer chooses a 
crop, a farmer can view the predicted crop cultivation 
statistics per season. In addition, monthly and seasonal 
price changes will be shown to the user, as illustrated in 
Figure 2 (b, c, and d). 

 

Figure 6: Maximum (max), minimum (min) and average seasonal potato cultivation extent 

predicted by using LSTM neural network 

As a result, the CNN has shown the highest (20.04%) mean absolute percentage of error (MAPE) 

when compared to the MLP (17.37%) and the LSTM (15.62%). Moreover, when considering 

NRMSE, the CNN showed a higher NRMSE (0.231) value than MLP (0.206). However, the model 

developed using LSTM showed the lowest NRMSE value of 0.180 compared to other models 

(Supplementary Table 5). Therefore, LSTM was used to predict the land extent of seasonal potato 

production, and the results are shown in Supplementary Table 6. 

Prediction of per capita potato consumption 

Maximum, minimum, and average national per capita potato consumption was predicted using 

MLP and CNN models for Nuwara Eliya district as shown in Supplementary Figures 18, 19, and 

LSTM model in Figure 7. The predicted national per capita potato consumption results were 

analyzed against the actual national per capita potato consumption, as illustrated in the graphs. 

 

  

 

 

 

 

Figure 7: Maximum (max), minimum (min) and average per capita potato consumption predicted 

by using CNN neural network 

Comparing forecasting models, the LSTM showed the highest (3.93%) mean absolute percentage 

of error compared to the MLP (3.60%%) and the CNN (3.10%). However, when considering the 

NRMSE, LSTM showed a higher (0.105) value than MLP (0.094). On the other hand, CNN has 

shown the lowest NRMSE value of 0.090 compared to other models (Supplementary Table 7). 

Hence, CNN was used to predict the per capita potato consumption and the results derived are listed 

in Supplementary Table 8. 
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Figure 7: Maximum (max), minimum (min) and average per capita potato consumption predicted 
by using CNN neural network
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Input supplier user interfaces: interface designs of 
the input suppliers dashboard 

The prototype design of the input suppliers’ dashboard 
is designed to visualize information on area-wise input 
requirements for crop cultivation, expected growing 
extent, and expected production for the next season. 
As shown in Supplementary Figure 8(a), the ‘Market 
Summary’ tab on the home page summarizes the current 
crop extent grown by the farmers. Moreover, users can 
get access to the input requirements details directly by 
clicking the ‘icons’ (Seeds & seedlings, Agrochemicals, 
Agromachinery, and Labours) in the ‘input requirement’ 
section, as shown in Supplementary Figure 8 (a). Users 
can select the crop in the input requirement section to 
view the predicted or real-time input requirement data. 

 Moreover, users can access the predicted crop data 
for the next two seasons by clicking on each crop’s 
predicted tab, as shown in Supplementary Figure 8 (b). 
After accessing the predicted section [Supplementary 
Figure 8 (c)], users can select the district to obtain 
aggregated predicted input requirements for the next 
two seasons. In addition, users can obtain information 
on predicted growth extent and yield according to the 
selected area. Moreover, users can also access real-
time input requirements by clicking the ‘real-time’ tab 
in each crop [Supplementary Figure 8 (b)]. Thereafter, 
farmers can access the real-time information interface, 
as shown in Supplementary Figure 8 (d). According to 
Supplementary Figure 8 (d), users can select the district 
to get aggregated real-time information. After selecting 
the district, users will gain the ability to access real-
time seasonal input requirements. Moreover, users 
also can get information about real-time changes in the 
growing extent and real-time production [Supplementary 
Figure 8 (d)].

Logistic supplier user interface: interface designs of 
the logistic suppliers dashboard

As illustrated in Supplementary Figure 9, the prototype 
was designed to deliver area-wise seasonal requirements 
on farmers’ harvested yield’s transport and storage 
needs. During the field interviews, the logistic suppliers 
informed that they need next season’s expected growing 
extent and expected production to better coordinate and 
manage their activities. Hence, to fulfill this requirement, 
expected national real-time growing extent and expected 
production statistics are added to their dashboard. 

 In addition, the logistic suppliers can access the 
predicted and real-time logistic requirements by clicking 

the ‘predicted’ or ‘real-time’ tab in each crop, as shown 
in Supplementary Figure 9 (a). After accessing the 
predicted section, users must select the district to obtain 
logistic information, as shown in Supplementary Figure 
9 (b). After that, users can access transport and storage 
requirements according to the selected district for the 
next two seasons. Moreover, in this section, users also 
can get information about the predicted growth extent 
and production according to the district chosen for the 
next two seasons. 

 Furthermore, users can access the Real-time 
information by clicking the ‘Real-time’ tab in the ‘Logistic 
Requirement Section,’ as shown in Supplementary 
Figure 9 (a). After accessing the Real-time section, 
users need to select a district in which they are willing 
to get Real-time logistic information [Supplementary 
Figure 9 (b)]. Thereafter, users can get information on 
Real-time transport and logistic requirement according 
to the selected district. In addition, users can access the 
information on real-time changes in growing extent and 
production according to the chosen area, as shown in 
Supplementary Figure 9 (b).

RESULTS AND DISCUSSION

Predictive model

The predictive model was trained for potato cultivation 
based on the derived dataset.

Predictions of area-wise potato production

Three models were developed by using MLP, CNN, and 
LSTM. The models were trained and validated using the 
data from the Nuwara Eliya district’s seasonal potato 
production. Maximum, minimum, and average seasonal 
potato production was predicted through MLP and CNN 
models for the Nuwara Eliya district, which are shown in 
Supplementary Figures 10, 11, and the LSTM model in 
Figure 3. The expected production results were analyzed 
against the actual seasonal potato production. 

 The model developed using MLP showed the highest 
(23.21%) mean absolute percentage of error compared to 
the CNN (23.08%) and the LSTM (19.68%). However, 
when considering the NRMSE, MLP showed a lower 
(0.226) value than the CNN model (0.229). The LSTM 
model has shown the lowest NRMSE value of 0.118 
among all three models (Supplementary Table 1).

 All pre-trained MLP, CNN, and LSTM neural 
network models for Nuwara Eliya were fine-tuned to 
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make the potato production predictions for Badulla 
District. The models were compared using the NRMSE 
and MAPE. Actual seasonal potato production and 
predicted maximum, minimum, and average seasonal 
potato production using MLP and CNN models for 
the Badulla district were illustrated in Supplementary 
Figures 12 and 13 and the LSTM model in Figure 4. 

 Comparing the forecast accuracy by using the 
measures mentioned in Supplementary Table 2, CNN 
showed the highest (22.82%) mean absolute percentage 
of error (MAPE) when compared to the MLP (20.50%) 
and the LSTM (19.87%). Moreover, when considering 
NRMSE, CNN has shown a higher NRMSE (0.248) value 
than MLP (0.243). However, LSTM has demonstrated 
the lowest NRMSE value of 0.219 among the models. 
Therefore, the LSTM model showing high accuracy 
level than other methods. LSTM was used to predict 
seasonal potato production, and the results are shown in 
Supplementary Table 3.  

Prediction of the area-wise land extent of potato 
cultivation

The same procedure mentioned above was carried out to 
predict the land extent for potato cultivation in Nuwara 
Eliya and Badulla District. Maximum, minimum, and 
average seasonal potato cultivation land extent were 
predicted through MLP and CNN models for Nuwara 
Eliya district as shown in Supplementary Figures 14, 15 
and LSTM models in Figure 5. The predicted seasonal 
potato cultivation land extent was analyzed against the 
actual seasonal potato cultivation land extent. 

 The MLP showed the highest (19.40%) mean absolute 
percentage of error compared to the CNN (17.96%%) 
and the LSTM (13.11%). However, when considering 
the NRMSE, MLP showed a higher (0.265) value than 
the CNN model (0.201). On the other hand, the LSTM 
model has shown the lowest NRMSE value of 0.188 
among all three models (Supplementary Table 4).

 Pre-trained MLP, CNN, and LSTM models for the 
Nuwara Eliya dataset were fine-tuned to make the potato 
production predictions for Badulla District. The models 
were compared by using the NRMSE and MAPE. Actual 
seasonal potato cultivation land extent and predicted 
maximum, minimum and average seasonal potato 
cultivation land extent results of MLP and CNN models 
for the Badulla district were illustrated in Supplementary 
Figures 16, 17, and LSTM model in Figure 6. 

As a result, the CNN has shown the highest (20.04%) 
mean absolute percentage of error (MAPE) when 
compared to the MLP (17.37%) and the LSTM (15.62%). 
Moreover, when considering NRMSE, the CNN showed 
a higher NRMSE (0.231) value than MLP (0.206). 
However, the model developed using LSTM showed the 
lowest NRMSE value of 0.180 compared to other models 
(Supplementary Table 5). Therefore, LSTM was used to 
predict the land extent of seasonal potato production, and 
the results are shown in Supplementary Table 6.

Prediction of per capita potato consumption

Maximum, minimum, and average national per capita 
potato consumption was predicted using MLP and 
CNN models for Nuwara Eliya district as shown in 
Supplementary Figures 18, 19, and LSTM model in 
Figure 7. The predicted national per capita potato 
consumption results were analyzed against the actual 
national per capita potato consumption, as illustrated in 
the graphs.

 Comparing forecasting models, the LSTM showed 
the highest (3.93%) mean absolute percentage of error 
compared to the MLP (3.60%%) and the CNN (3.10%). 
However, when considering the NRMSE, LSTM 
showed a higher (0.105) value than MLP (0.094). On the 
other hand, CNN has shown the lowest NRMSE value 
of 0.090 compared to other models (Supplementary 
Table 7). Hence, CNN was used to predict the per capita 
potato consumption and the results derived are listed in 
Supplementary Table 8.

Consumer demand prediction model

The output from the ‘Predictive Model’ and the national 
average population were used to calculate predicted per 
capita consumption for the next two seasons, and it is 
illustrated in Supplementary Figure 20. The area-wise 
average population was used to calculate the area-wise 
potato consumption as illustrated in Figure 8.

Agric-input model

Prediction of area wise fertilizer requirement

The predicted seasonal potato cultivation land extent and 
the average fertilizer requirement per hectare were used 
to predict the area-wise potato fertilizer requirement. 
Urea, Triple Super Phosphate (TSP), and Muriate of 
Potash (MOP) are the three major potato fertilizers used 
in potato cultivation. The fertilizer usage requirement 
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of Urea, TSP, and MOP for the Nuwara Eliya district 
were illustrated in Supplementary Figures 21, 22, and 
23, respectively. Similarly, the Badulla district’s Urea, 
TSP, and MOP requirement fertilizer requirement were 
calculated and depicted in Supplementary Figures 21, 22 
and 23, respectively.

Prediction of area-wise seed potato requirement

The seed potato requirement was calculated using 
the predicted seasonal potato cultivation land extent 
and average seed potato requirement per hectare. The 
estimated seasonal seed potato requirement for Nuwara 
Eliya and Badulla district was graphed in Supplementary 
Figures 24 and 25.

Prediction of area-wise labour requirement

The predicted land extent of the seasonal potato 
cultivation and the required number of labor hours per 
hectare were used to calculate the average number of 
labor hours needed for potato cultivation. Supplementary 
Figures 26 and 27 depict the labor requirement for 
Nuwara Eliya and Badulla districts, respectively.

Logistic model

The output from the consumer demand prediction 
model and the predicted area-wise harvested yield for 
the next two seasons was used in the ‘Logistic Model’ 
to provide re-organized predicted logistic requirements. 
Supplementary Table 9 shows the expected potato 
production in metric tons (MT) in different districts in 
Sri Lanka, while Supplementary Table 10 represents the 
area-wise potato consumption. Having this information 
beforehand in an organized manner, the logistic suppliers 
can plan and effectively manage their services.

Discussion

The study concludes that the proposed ‘Closed-loop 
information flow model’ for providing the forecasted 
demand and supply information for stakeholders will 
reduce wastage while bridging the information gap. 
The proposed model will reduce coordination failures 
and increase transparency among the stakeholders in 
the agriculture sector of Sri Lanka. The existing ‘Govi-
Nena’ mobile farmer application was refined and 
improved to provide supply and demand information 
for farmers. Separate web dashboards designed for other 
stakeholders, such as input and logistic suppliers, will 
deliver the required information more effectively and 
efficiently.

Comparing MLP, CNN, and LSTM multi-step univariate 
forecasting methods, the LSTM method shows the lowest 
value of mean absolute percentage error and normalized 
root mean square error than CNN and MLP method. 
Therefore, the LSTM multi-step univariate forecasting 
method can forecast demand and supply values.

CONCLUSION

The stakeholders in the agriculture domain need 
agricultural information and relevant knowledge to make 
informed decisions at various stages of the crop life cycle. 
However, coordination failures among the stakeholders 
in the agriculture sector result in the inability to provide 
accurate, timely, and actionable information. As a result, 
the agriculture sector faces several challenges, such as 
oversupply, undersupply and crop wastage. According 
to the preliminary surveys, the stakeholders mentioned 
the possibility of minimizing the over-supply to reduce 
waste and minimize the undersupply situations at the 
market level if they have access to supply and demand 
data beforehand. Moreover, managing coordination to 
reduce waste is essential for an agriculture supply chain.
We have designed a closed-loop supply chain model 
to reduce waste by providing supply and demand 
information for relevant stakeholders. Many product 
manufacturing organizations argue that closed-loop 
supply chain models can be used to coordinate the supply 
chain better, reducing waste. However, the same cannot 
be applied to manage agriculture supply chains due to 
the nature of the products and the dynamic nature of the 
information shared by the stakeholders. To that end, the 
proposed model resembles a closed-loop information 
flow model for the agriculture supply chain.

 The closed-loop information flow model receives user 
inputs, feedback, suggestions, and requirements through 
the ‘Govi-Nena’ mobile application. The CIFM derives 
real-time and past time-series data from the ‘Govi-Nena’ 
Knowledgebase to make necessary predictions required 
by the proposed prediction models. The predicted data 
will be sent back to the ‘Govi-Nena’ Knowledgebase for 
further processing. The processed data will be distributed 
to the corresponding end-users through the designed user 
interfaces based on their need. 

 In return, user actions will be restored in the 
‘Govi-Nena’ Knowledgebase for further processing 
(Supplementary Figure 28). The proposed model will 
only provide information for the stakeholders to make 
their own decisions. The accuracy level of the proposed 
model will be provided, and hence it will aid the 
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stakeholders when making their decisions at minimum 
risk. Though the usability of the proposed user interfaces 
was evaluated during the initial field studies, complete 
validation of the proposed model is yet to be carried out. 
The accuracy of the proposed model was limited due 
to the lack of available data for predictions. However, 
we claim that the required data for predictions will be 
available when users start using the model through 
the ‘Govi-Nena’ mobile app. The challenge faced in 
designing the proposed solution due to the lack of 
technology awareness among the stakeholders was 
achieved through designing user-friendly interfaces. 
Based on the user survey, it was evident that most 
stakeholders were willing to use this digital agricultural 
model to fulfill their information needs.

Future work

The designed prototypes will be evaluated further using 
the stakeholders for further improvements.
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should be avoided. 
Discussion: data essential for the conclusions emerging from the study should be discussed. Long, rambling discussions should be avoided. 
The discussion should deal with the interpretation of results. It should logically relate new findings to earlier ones. Unqualified statements and 
conclusions not completely supported by data should be avoided. 
Molecular sequence data, such as gene or rDNA sequences, genome sequences, metagenomic sequences etc. must be deposited in a public molecular 
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Units of measurement

Length: km, m, mm, μm, nm  Time: year(s), month(s), wk(s),  Molecular weight: mol wt
Area: ha, km2, m2 d(s), h, min, s Others: Radio-isotopes: 32P
Capacity: kL, L, mL, μL  Concentration: M, mM, N, %, Radiation dose: Bq
Volume: km3, m3, cm3   g/L, mg/L, ppm Oxidation-reduction potential: rH
Mass: t, kg, g, mg, μg  Temperature: °C, K Hydrogen ion concentration: pH
 Gravity: x g


